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Editorial
by Hadley Wickham

Welcome to volume 5, issue 2 of The R Journal. I’m very pleased to include 21 articles about
R for your enjoyment.

The end of the year also brings changes to the editorial board. Martyn Plummer is leaving
the board after four years. Martyn was responsible for writing up the standard operating
procedures for the journal, an act which has made my life as a new editor considerably
easier! We welcome Michael Lawrence, who will join the editorial board in 2014. I am
stepping down as Editor-in-Chief and will be leaving this task in the capable hands of
Deepayan Sarkar.

Hadley Wickham, RStudio
hadley.wickham@r-project.org
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factorplot: Improving Presentation of
Simple Contrasts in Generalized Linear
Models
by David A. Armstrong II

Abstract Recent statistical literature has paid attention to the presentation of pairwise comparisons
either from the point of view of the reference category problem in generalized linear models (GLMs)
or in terms of multiple comparisons. Both schools of thought are interested in the parsimonious
presentation of sufficient information to enable readers to evaluate the significance of contrasts
resulting from the inclusion of qualitative variables in GLMs. These comparisons also arise when
trying to interpret multinomial models where one category of the dependent variable is omitted as
a reference. While considerable advances have been made, opportunities remain to improve the
presentation of this information, especially in graphical form. The factorplot package provides new
functions for graphically and numerically presenting results of hypothesis tests related to pairwise
comparisons resulting from qualitative covariates in GLMs or coefficients in multinomial logistic
regression models.

Introduction

The problem of presenting information about categorical covariates in generalized linear models is
a relatively simple one. Nevertheless, it has received some attention in the recent literature. To be
clear about the problem, consider the following linear model where y is the dependent variable and
G = {1, 2, . . . , m} is a categorical independent variable that can be represented in the regression model
by m− 1 dummy regressors, each one representing a different category of G. The reference category,
of course, is omitted. Thus, the model looks as follows:

E(yi) = µi (1)

g(µi) = β0 + β1Di1 + β2Di2 + · · ·+ βm−1Dim−1 + βmXi1 + . . . + βm+k−1Xik + εi, (2)

where Di1 = 1 if Gi = 1, Di2 = 1 if Gi = 2, etc. Xik represent an arbitrary set of additional
variables of any type. Here, each of the coefficients on the dummy regressors for G (β1, . . . , βm−1)
gives the difference in the conditional transformed mean of y between the category represented by
the dummy regressor and the reference category, controlling for all of the other Xik. However, the
m− 1 coefficients for the categories of G imply m(m−1)

2 simple contrasts representing every pairwise
comparison between categories of G. Any single pairwise comparison of non-reference category
coefficients can be conducted in a straightforward fashion. If the goal is to discern whether the
conditional mean of y given G = 1 is different from the conditional mean of y given G = 2 holding all
of the X variables constant, the quantity of interest is:

t =
b1 − b2√

V(b1 − b2)
, (3)

where
V(b1 − b2) = V(b1) + V(b2)− 2V(b1, b2). (4)

Thus, the calculation is not difficult, but calculating and presenting all of these differences can become
cumbersome, especially as m gets large.1 The problem comes not in the calculation of these quantities,
but in the parsimonious presentation of this information that will allow users to evaluate any desired
(simple) contrasts easily. Below, I discuss two extant methods used to present such information.
Floating absolute risk (FAR) was first suggested by Easton et al. (1991) and was more rigorously
justified, though with different estimation strategies, by Firth and De Menezes (2004); de Menezes
(1999); Plummer (2004). FAR is a means of overcoming the reference category problem by calculating
floating variances for all levels of a factor (including the reference category). These floating variances
can be used to perform hypothesis tests or construct floating confidence intervals that facilitate the
graphical comparison of different categories (i.e., [log-]relative risks). The multiple comparisons
literature has traditionally been focused on finding the appropriate p-values to control either the

1Tools to carry out these computations already exist in the multcomp package in R (Hothorn et al., 2008).
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family-wise error rate (e.g., Holm, 1979) or the false discovery rate (e.g., Benjamini and Hochberg,
1995) in a set of simultaneous hypothesis tests. Presentation of this information has either been in the
form of line displays (e.g., Steel and Torrie, 1980) or compact letter displays (e.g., Gramm et al., 2006)
with more recent innovation here by Graves et al. (2012).

However, when simple contrasts are the only quantities of interest, neither method above is perfect.
When floating/quasi-variances are presented, the user still has to evaluate a potentially large number
of hypothesis tests by either relying on the overlap in the floating confidence intervals or by calculating
the floating t-statistic. Either solution requires a good deal of cognitive energy on the part of the
analyst or reader. Compact letter displays do well at identifying patterns of statistical significance, but
are perhaps cumbersome to investigate when patterns of (in)significance are complicated and, though
mitigated to some degree, the problem still exists for the more recent multcompTs suggested by Graves
et al. (2012). Below, I discuss a means for presenting this information in a manner that will permit the
immediate evaluation of all the m(m− 1)/2 hypothesis tests associated with simple contrasts. The
method I propose can also calculate analytical standard errors that are not prone to the same potential
inferential errors produced by floating variances. I provide methods to summarize, print and plot the
information in a way that is both visually appealing and straightforward to understand.

Solutions to the reference category problem

There are a number of reasonable solutions to the reference category problem.2 The first solution is to
present all of the covariance information required to calculate t-statistics for contrasts of interest (i.e.,
the variance-covariance matrix of the estimators). This solution provides the reader with all necessary
information to make inferences. However, it does not provide an easy way for all of these inferences to
be presented. Another solution is to re-estimate the model with different reference categories in turn.3

This method produces the correct inferential information, but it is inelegant. The modal response to
the reference category problem is a failure to do anything to discover (or allow readers to investigate)
the implied pairwise differences not captured by the estimated coefficients.

Easton et al. (1991) proposed the idea of floating absolute risk as a means for evaluating multiple
comparisons in matched case-control studies. The idea was to provide sufficient information such that
readers could perform multiple comparisons with estimates of floating absolute risk at the expense of
presenting a single extra number for each binary variable representing a level of a categorical covariate
(i.e., risk factor). Although Greenland et al. (1999) disagreed on terminology and on the utility of
Easton’s idea of a floating scale, they agreed on the utility presenting information that would permit
users to easily make the right inferences about relative risks among any levels of a categorical risk
factor. Both Firth and De Menezes (2004) and Plummer (2004) provided a more rigorous statistical
foundation on which to build estimates of floating absolute risk (or as Firth and De Menezes call them,
quasi-variances). Firth and De Menezes’ method has been operationalized in R in the qvcalc package
(Firth, 2010) and both the methods of Plummer as well as Greenland et al. have been operationalized
in the float() and ftrend() functions, respectively, in the Epi package (Carstensen et al., 2013). In
general, these solutions allow sufficient (or nearly sufficient) information to be presented in a single
column of a statistical table that makes valid, arbitrary multiple comparisons possible.

The measures of floating absolute risk are often used to create floating (or quasi-) confidence
intervals.4 Presenting these intervals allows the user to approximately evaluate hypothesis tests about
any simple contrast. While the exact nature of these confidence intervals is somewhat controversial
(for a discussion, see Easton and Peto (2000); Greenland et al. (1999, 2000)), all agree that confidence
intervals can be profitably put around some quantity (either the log-relative risks versus the reference
category or the floating trend) to display the uncertainty around these quantities and permit visual
hypothesis tests.

The methods discussed above still require the analyst or reader to either evaluate the pairwise
hypothesis tests based on the extent to which confidence intervals overlap or calculate the floating
t-statistic for each desired contrast. If the former, readers must still engage in a cognitive task of
position detection (Cleveland, 1985) and then make an inference based on the extent to which intervals
overlap. As the horizontal distance between vertically-oriented floating confidence intervals grows,
this task becomes more difficult. Finally, as Easton et al. (1991) suggests, floating variances are a

2The problem here applies particularly to polytomous, unordered risk factors or covariates. The case of ordinal
risk factors, where only the difference in adjacent categories is of interest, is a bit less troublesome and will not be
dealt with separately here.

3In fact, this re-parameterization method could be used to deal with more complicated contrasts, too. For
example, it could be used to deal with the problem proposed by Greenland et al. (1999) wherein they wanted to
estimate the relative risk of being above a particular category on birthweight.

4Occasionally, quasi-variance estimates are negative, which provide the right inferences, but do not permit
plotting of quasi-confidence intervals.
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“virtually sufficient” summary of the uncertainty relating to relative risks; however, they can produce
erroneous inferences if the error rate is sufficiently high. Both Firth and De Menezes (2004) and
Plummer (2004) provide methods for calculating this error rate, which is often small relative to other
sources of error in the model.

To put a finer point on the problem, consider the example below using data from Ornstein (1976)
from the car package (Fox and Weisberg, 2011). The model of interest is:

Interlocksi ∼ Poisson(µi) (5)

log (µi) = β0 + β1 log2 (Assetsi) + γSectorij + θNationim

where γ represents a set of coefficients on the j = 9 non-reference category dummy variables for the
10 sectors represented in the data and θ is the set of coefficients for the m = 3 coefficients on the
non-reference category dummy variables representing the four nations in the dataset. The goal is to
determine which sectors (and/or nations) have significantly different transformed conditional means
of Interlocks. The quasi-variances can be presented along with the coefficients permitting hypothesis
testing at the reader’s discretion. This approach is economical, but still requires the interested reader
to make 27 pairwise hypothesis tests for sector and three pairwise hypothesis tests for nation, beyond
those presented in the coefficient table.

The plot of the floating confidence intervals provides similar information, but readers are still
required to make judgements about statistical significance with a visual method prone to occasional
inferential errors. Consider Figure 1, which presents confidence intervals using the three different
functions that produce floating variances R — qvcalc(), float() and ftrend().5 In the figure, the
floating confidence interval for the mining sector overlaps four other floating confidence intervals and
does not overlap the remaining five intervals.6 Advice from Smith (1997) suggests that only confidence
intervals not containing the point estimate against which the test is being done are significant. Here,
all of the pairwise differences with the mining coefficient are significant because none of the point
estimates are within the 95% confidence interval for mining. A more conservative strategy is to fail to
reject null hypotheses where confidence intervals overlap and to reject otherwise. Using this criterion,
the mining sector is different from five other coefficients — Agriculture, Banking, Construction,
Finance and Wood. Browne (1979) shows that making inferences from confidence intervals requires
a knowledge of the different sampling variances of the underlying random variables for which the
confidence intervals have been constructed (i.e., the widths of the intervals matter); the decision does
not rest solely on the extent to which the intervals overlap. While Browne’s method may produce
more appropriate inferences, it is hardly less work than producing the hypothesis tests directly. When
the appropriate pairwise hypothesis tests are performed, without adjusting the p-values for multiple
testing, it is clear that the mining coefficient is different from seven coefficients when using a two-sided
test, as Table 1 shows.

Even if the evidence regarding the outcome of a hypothesis test from two confidence intervals
is clear, there are other potential sources of error. Cleveland (1985) finds that detecting position
along a common scale is one of the easiest tasks of graphical perception, but that discerning length
is considerably more difficult. His experiments show that readers are prone to errors in even the
easiest graphical perception tasks and the error rate is nearly twice as high when readers are asked to
adjudicate the relative lengths of lines. Conducting hypothesis tests using confidence intervals is an
endeavor rife with opportunities for inferential errors.

Means for calculating and presenting models with multiple simple contrasts have developed in
the multiple testing literature as well. While the thrust of the literature mentioned above was dealing
with the reference category problem directly, the multiple comparisons literature has placed greater
focus on finding the appropriate p-values for a set of hypothesis tests rather than a single test. This
can be accomplished through controlling the family-wise error rate (the probability of committing a
Type I error on any of the tests in the set) or the false discovery rate (the proportion of falsely rejected
hypotheses among those rejected). Chapter 2 of Bretz et al. (2011) provides a brief, but informative
discussion of these general concepts. While these are useful concepts, and the package discussed below
permits users to adjust p-values in a number of ways to address these issues, I am more interested
in how the multiple testing literature has developed around the presentation of multiple pairwise
comparisons.

5The figure below subtracts the arbitrary constant from the results of ftrend() to put all of these estimates on
the same scale. I recognize that this is not what the authors had intended, but this should not lead to erroneous
inferences in any event (Easton and Peto, 2000).

6Horizontal gray lines have been drawn at the smallest lower- and largest upper-bounds of the mining sector
floating confidence intervals to facilitate comparison. Note that differences across the three methods in the upper
bounds and lower bounds were in the third decimal place.
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Table 1: Analytical Test of Differences between Mining (MIN) and Other Sectors

Contrast Estimate/(SE)

MIN - AGR 0.250*
(0.069)

MIN - BNK 0.416*
(0.084)

MIN - CON 0.739*
(0.210)

MIN - FIN 0.361*
(0.067)

MIN - HLD 0.265*
(0.118)

MIN - MAN 0.128
(0.071)

MIN - MER 0.188*
(0.085)

MIN - TRN 0.098
(0.071)

MIN - WOD -0.248*
(0.072)

∗ p < 0.05, two-sided.
Estimates and standard errors produced by glht() from the multcomp package.

Gramm et al. (2006) discuss the two generally accepted methods for presenting multiple com-
parisons — the line display and the letter display. A line display (see for example, Steel and Torrie,
1980) prints a column where each row represents a single element in the multiple comparisons. In
the example above, using the Ornstein data, these would be the names of the various sectors. Then,
vertical lines are drawn connecting all values that are not significantly different from each other. This
is a relatively simple display, but as shown generally by Piepho (2004) and in this particular case, it
is not always possible to faithfully represent all of the pairwise comparisons with connecting line
segments. Note that in the third line, a discontinuity is required to properly depict all of the pairwise
relationships. Further, this method requires that the levels of factors (at least potentially) be reordered
to identify insignificant differences. This reordering, while reasonable for unordered factors, is not at
all reasonable if the factor is inherently ordered. Figure 2(a) shows the line display for the Ornstein
model above. A compact letter display (Piepho, 2004) places a series of letters by each level of the
categorical variable such that any two levels with the same letter are not significantly different from
each other.7 Each letter essentially defines a set of factor levels that have insignificant differences in
coefficients among them. For example, Banking, Construction and Finance all share the letter “a”,
which means their coefficients are statistically indistinguishable from each other. Note that Wood
is the sole factor level with “f”, meaning that it has a statistically different coefficient than all of the
other factor levels. These are more flexible than line displays, though they can still be improved upon.
Even though these displays do identify all pairwise significant relationships, they do not immediately
identify the sign and size of the differences and what appear to be complicated patterns of significance
may appear more simple with a different mode of display.

Graves et al. (2012) discuss enhancements to the letter display that make it somewhat more visually
appealing and make the cognitive tasks involved less cumbersome. This method is operationalized
by the multcompTs function in the multcompView package. While these functions are potentially
useful, they are A) still improved upon by the method discussed below and B) not intended for use
directly with “glm” class objects or “glht” class objects. Despite the improvements over letter displays,
complicated patterns of (in)significance still result in cluttered displays.

7The boxplot on the graph is a boxplot of the linear predictor from the statistical model. If there were no other
covariates in the model, this would just be a boxplot of the response variable by the different factor levels. While
this does provide some information, it does not indicate how the predicted response changes as a function of the
factor holding other things constant, which would perhaps be more useful.
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Figure 1: Quasi-confidence Intervals for the Ornstein Model
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An alternative method of presentation

I argue that a good solution to the reference category problem is one that permits the most efficient
presentation and evaluation of a series of hypothesis tests relating to various (simple) factor contrasts.
As discussed above, both the numerical presentation of floating variances and the visual presentation
of floating confidence intervals are not maximally efficient on either dimension (presentation or evalu-
ation) when the analyst desires information about the simple pairwise difference between coefficients
related to the levels of a factor (i.e., simple contrasts). Similarly, I suggested that compact letter displays
(and to a lesser extent multcompTs), though they present all of the appropriate information, are not
maximally efficient at presenting the desired information graphically. As Chambers et al. (1983) and
Cleveland (1985) suggest, one efficient way of presenting many pairwise relationships is through
a scatterplot matrix or a generalized draftsman’s display (a lower- or upper-triangular scatterplot
matrix).8 The important feature of a scatterplot matrix is the organization of pairwise displays in a
common scale. Thus, a display that directly indicates the difference for the simple contrasts of interest
would be superior to one that requires the user to make (m(m− 1))/2 pairwise comparisons from m
floating variances or confidence intervals.

The factorplot function in the package of the same name (version 1.1) for R computes all pairwise
comparisons of coefficients relating to a factor; its print, summary and plot methods provide the
user with a wealth of information regarding the nature of the differences in these coefficients.9 These
functions overcome the problems suffered by previous methods as they present the results of pairwise
hypothesis tests directly in a visually appealing manner.

The function calculates equation (3) for each simple contrast directly through a set of elementary
matrix operations. First, d, a m× m(m−1)

2 matrix in which each column has one entry equal to positive
one, one entry equal to negative one and all the remaining entries equal to zero is created. The
positive and negative ones indicate the comparison being calculated. Using the coefficients for the
desired factor covariate (call them g, a row-vector of length m), I calculate ∆ = gd. Standard errors
for contrasts are calculated using the m rows and columns of the variance-covariance matrix of the
estimators from the model (call this V(g)): V(∆) = d′V(g)d. The ∆ vector and the square root of the
diagonal of V(∆) (both of length m(m−1)

2 ) are then organized into (m− 1)× (m− 1) upper-triangular
matrices where the rows refer to the first m− 1 elements of g and the columns refer to the last m− 1
elements of g. The entries indicate the difference between the coefficient represented by the row and
the coefficient represented by the column and its standard error.

The function has methods for objects of class “lm”, “glm”, “glht” and “multinom” which do
slightly different things depending on the input. The default method will accept a vector of estimates
and either A) a full variance-covariance matrix or B) a vector of quasi or floated variances that will
be turned into a diagonal variance-covariance matrix. The methods for “lm”, “glm”, “glht” and
“summary.glht” objects calculate the pairwise differences in the linear predictor for the values of the
specified factor variable. The method for “multinom” class objects calculates the pairwise differences
in coefficients across the categories of the dependent variable for a single variable (i.e., column of the
model matrix).

Example 1: Ornstein data

The factorplot method for “lm” class objects has six arguments. The first two arguments, obj
and adjust.method, indicate the object and the method by which p-values are to be adjusted for
multiple comparisons (possibilities include all of those to p.adjust from the stats package). The
factor.variable argument indicates the factor for which comparisons are desired. pval allows the
user to set the desired Type I error rate and two.sided allows the user to specify whether the null
hypothesis is tested against a one- or two-sided alternative with the latter as the default. The order
argument sets the ordering of the coefficients, with three possibilities — ‘natural’, ‘alph’ and ‘size’. The
‘natural’ option maintains the original ordering of the factor, the ‘alph’ option sorts them alphabetically
and the ‘size’ option sorts in ascending order of the magnitude of the coefficient. The choices made
here propagate through the plot, print and summary methods.

The plot method for “factorplot” class objects produces something akin to an upper-triangular
scatterplot. The analogy is not perfect, but the idea is similar; each entry of the rows-by-columns
display indicates the pairwise difference between coefficients. The statistical significance of these

8Cleveland (1985) makes the argument in favor of a full scatterplot matrix, but in this case, the information
presented in the upper-triangle is sufficient as nothing new could be learned by examining the full square matrix.

9The methods for “lm”, “glm”, “multinom” and the default method use the calculations mentioned below. The
method for “glht” and “summary.glht” objects uses the built-in functionality from the multcomp package to do
these calculations. The benefit here is that if a small subset of comparisons is desired, this subset can be identified
in the call to glht() and only those comparisons will be computed, thus increasing efficiency.
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differences is indicated by three colors (one for significant-positive, one for significant-negative and
one for insignificant differences). The three colors can be controlled with the polycol argument and the
text color within the polygons can be controlled with the textcol argument.10 The plot method also
allows the user to specify the number of characters with which to abbreviate the factor levels through
the abbrev.char argument. Setting this to an arbitrarily high value will result in no abbreviation.
Finally, the trans argument allows the user to impose a post-hypothesis-test transformation to the
coefficient estimates. For example, if the underlying model is a logistic regression, tests will be done
on the log-relative risks, but the relative risks could be plotted with trans = "exp".11 By default, the
function prints legends identifying the colors and numbers; these can be turned on or off with the
logical arguments print.sig.leg and print.square.leg, respectively. Figure 3 shows the display for
the Ornstein model. The following code produces the result in the figure.

library(factorplot)
library(car)
mod <- glm(interlocks ~ log2(assets) + nation + sector, data = Ornstein,

family = poisson)
fp <- factorplot(mod, adjust.method="none", factor.variable = "sector", pval = 0.05,

two.sided = TRUE, order = "natural")
plot(fp, abbrev.char = 100)

The print method for a “factorplot” object prints all of the pairwise differences, their accompanying
analytical standard errors and (optionally adjusted) p-values. The user can specify the desired number
of decimal places for rounding, with the digits argument. The sig argument is logical allowing the
user to print all pairwise differences if FALSE and only significant differences when TRUE. The print
method also permits the same trans argument as the plot method for objects of class “factorplot”. An
example of the output from the print method is below. Here, twenty-five of the forty-five pairwise
differences are statistically different from zero when.

Figure 3: Plotted factorplot object for Ornstein model
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−0.32
0.22

0.05
0.07

0.15
0.13

0.29
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0.22

0.47
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0.21
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0.61
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0.14
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0.12

0.17
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0.51
0.12

−0.06
0.09

0.13
0.07

0.03
0.08

0.38
0.08

0.19
0.09

0.09
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0.44
0.09

−0.10
0.07

0.25
0.07

0.35
0.08

Significantly < 0
Not Significant
Significantly > 0

bold =  bcol − brow

ital =  SE(bcol − brow)

print(fp, sig = T)
Difference SE p.val

10The printing of the estimates and standard errors can both be turned off with print.est = FALSE and print.se
= FALSE, respectively.

11After the hypothesis tests are done, a matrix named r.bdiff holds the coefficient differences. The transforma-
tion is done as follows: do.call(trans, list(r.bdiff)), so only transformations amenable to this procedure will
work.
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AGR - CON 0.489 0.213 0.023
CON - HLD -0.474 0.235 0.045
BNK - MAN -0.288 0.102 0.005
CON - MAN -0.611 0.215 0.005
FIN - MAN -0.233 0.082 0.005
BNK - MER -0.228 0.106 0.032
CON - MER -0.551 0.220 0.013
AGR - MIN -0.250 0.069 0.000
BNK - MIN -0.416 0.084 0.000
CON - MIN -0.739 0.210 0.001
FIN - MIN -0.361 0.067 0.000
HLD - MIN -0.265 0.118 0.026
MER - MIN -0.188 0.085 0.029
BNK - TRN -0.318 0.082 0.000
CON - TRN -0.641 0.217 0.004
FIN - TRN -0.263 0.070 0.000
AGR - WOD -0.498 0.076 0.000
BNK - WOD -0.665 0.095 0.000
CON - WOD -0.988 0.215 0.000
FIN - WOD -0.610 0.077 0.000
HLD - WOD -0.513 0.121 0.000
MAN - WOD -0.376 0.080 0.000
MER - WOD -0.437 0.090 0.000
MIN - WOD -0.248 0.072 0.001
TRN - WOD -0.346 0.081 0.000

The summary method for “factorplot” objects prints the number of coefficients that are significantly
smaller than the one of interest and the number of coefficients larger than the one of interest for each
level of the factor. While this is not a common means of presenting the results, this does nicely
summarize the extent of significant differences among the coefficients. Below is an example of printout
from the summary method. It is easy to see that the wood industry (WOD) has the highest conditional
means as it is significantly bigger than all of other categories. It is also easy to see that the construction
industry (CON) has one of the smallest conditional means as it is significantly smaller than seven of
the other categories and not significantly bigger than any.

summary(fp)
sig+ sig- insig

AGR 1 2 6
BNK 0 5 4
CON 0 7 2
FIN 0 4 5
HLD 1 2 6
MAN 3 1 5
MER 2 2 5
MIN 6 1 2
TRN 3 1 5
WOD 9 0 0

Together, the factorplot function and its associated print, plot and summary methods provide a
wealth of information including direct hypothesis tests using analytical standard errors for the simple
contrasts most commonly desired in (G)LMs.

Example 2: H. pylori and gastric precancerous lesions

Plummer et al. (2007) were interested in discerning the extent to which infection with H. pylori
containing the cytotoxin-associated (cagA) gene increased the severity of gastric precancerous lesions.
They found that cagA+ patients had increased risks of more severe lesions while cagA- patients
were only at significantly higher risk (than their uninfected counterparts) of chronic gastritis. Table 2
summarizes the results of the relative risk of the various types of gastric lesions versus the baseline of
normal or superficial gastritis.

The default method for the factorplot function allows the user to supply a vector of point esti-
mates and (floating) variances rather than an estimated model object. This function will be particularly
useful for those scholars in epidemiology, where floating standard errors are more routinely presented.
With 7 levels of the factor in Table 2, there are 21 pairwise comparisons implied, which would require
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Table 2: Results from Plummer et al. (2007)

cagA- cagA+

OR FSE OR FSE

Normal and superficial gastritis 1.00 0.242 1.00 0.320
Chronic gastritis 2.12 0.096 4.33 0.101
Chronic atrophic gastritis 1.44 0.156 3.89 0.160
Intestinal metaplasia I 1.31 0.140 4.14 0.141
Intestinal metaplasia II 1.44 0.380 10.8 0.349
Intestinal metaplasia III 1.46 0.484 21.9 0.431
Dysplasia 0.90 0.375 15.5 0.311

OR = odds ratio
FSE = floating standard error
Adapted from Figure 1 in Plummer et al. (2007, p1331).

users to do a lot of calculations. However, inputting the estimates and floated variances into R and
subjecting them to the factorplot function can do all of the calculations automatically. Below is an
example of how the results could be used in conjunction with the factorplot suite of functions.

est1 <- log(c(1.00,2.12,1.44,1.31,1.44,1.46,0.90))
var1 <- c(0.242,0.096,0.156,0.140,0.380,0.484,0.375)^2
est2 <- log(c(1.00,4.33,3.89,4.14,10.8,21.9,15.5))
var2 <- c(0.320,0.101,0.160,0.141,0.349,0.431,0.311)^2
resdf <- 48+16+27+532+346+144+144+124+58+166+162+75+24+

53+10+15+61+6+18+90+12-18
names(est1) <- names(est2) <- c(

"Normal Gas","Chronic Gas", "Chronic A. Gas",
"IM I", "IM II", "IM III", "Dysplasia")

plummer_fp1 <- factorplot(est1, var = var1, resdf = resdf, adjust.method = "none")
plummer_fp2 <- factorplot(est2, var = var2, resdf = resdf, adjust.method = "none")
plot(plummer_fp1, trans = "exp", abbrev.char = 100, scale.text = 1.5,

scale.space = 1.5)
plot(plummer_fp2, trans = "exp", abbrev.char = 100, scale.text = 1.5,

scale.space = 1.5)

The plots are displayed in Figure 4. The left-hand plot suggests that H. pylori cagA- seems to raise
the risk of chronic gastritis relative to Intestinal metaplasia I and the reference group of normal and
superficial gastritis. The differences in the risk of chronic gastritis and chronic atrophic gastritis or
dysplasia are also significant. The right-hand plot indicates that there are no significant differences
among the second through fourth diagnoses and the fifth through seventh diagnoses. The difference
between the risk of intestinal metaplasia I and II (for cagA+) is also significant.

Example 3: vote choice in France

When factorplot() encounters an object of class multinom, it will make comparisons within the same
variable across all levels of the dependent variable. The coefficient table presents a specific set of
pairwise comparisons — namely those indicating the relationship of each variable to the binary choice
of each non-reference category versus the reference category. However, other comparisons implied by
that coefficient table may be interesting or useful and should be investigated.

In the example below, I estimate a multinomial logistic regression model of vote choice (vote) on a
number of standard controls: retrospective national economic evaluations (retnat), self-placement on
the left-right ideological continuum (lrself), gender (male) and age (age).12

library(nnet)
data(france)
france.mod <- multinom(vote ~ retnat + lrself + male + age, data = france)

12See help for france in the package factorplot for more details about the origin and coding of the data.
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Figure 4: Results from Plummer et al. (2007) Presented as factorplots
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fp3 <- factorplot(france.mod, variable = "age")
plot(fp3)

Figure 5 shows that as people get older, they are more likely to vote for RPR or UDF than the
Greens or Communists (PCF) and more likely to vote for the Socialists (PS) than the Greens. If one is
interested in whether variables have significant effects on vote choice, all pairwise comparisons should
be considered. factorplot makes it easy for users to appropriately evaluate all relevant pairwise
comparisons.

Conclusion

Easton’s (1991) contribution of floating absolute risk has been influential, especially in epidemiology
and medicine, allowing researchers to present easily information that permits the reader to make
any pairwise comparison among the different levels of a risk factor. Firth and De Menezes (2004);
de Menezes (1999) and Plummer (2004) have provided not only a rigorous, model-based foundation
for this idea, but have also provided software that easily produces these quantities for a wide array of
statistical models. I argue that while these quantities are interesting and useful, floating confidence
intervals, which are often provided ostensibly to permit hypothesis testing can be imprecise and
potentially misleading, as regards hypothesis testing. Compact letter displays (Piepho, 2004) are a step
in the right direction, but I argue that they can still be improved upon in terms of graphically presenting
information of interest to many researchers. In the common situation wherein one is interested in
simple contrasts, the factorplot() functions and their associated print, plot and summary methods
discussed above provide much greater transparency with respect to the presentation and evaluation
of hypothesis tests than floating absolute risk or quasi-variance estimates. The visual presentation
of direct hypothesis tests requires much less effort to adjudicate significance and uncover patterns
in the results than other methods, including compact letter displays. While the calculation of these
hypothesis tests is not novel, the methods of presenting and summarizing the information represent a
significant advance over the previously available general solutions available in R.
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Figure 5: Plotted factorplot object for Age from Multinomial Logit model
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spMC: Modelling Spatial Random Fields
with Continuous Lag Markov Chains
by Luca Sartore

Abstract Currently, a part of the R statistical software is developed in order to deal with spatial models.
More specifically, some available packages allow the user to analyse categorical spatial random
patterns. However, only the spMC package considers a viewpoint based on transition probabilities
between locations. Through the use of this package it is possible to analyse the spatial variability of
data, make inference, predict and simulate the categorical classes in unobserved sites. An example is
presented by analysing the well-known Swiss Jura data set.

Introduction

Originally, the spMC package (Sartore, 2013) was developed with the purpose of analysing categorical
data observed in 3-D locations. It deals with stochastic models based on Markov chains, which may
be used for the analysis of spatial random patterns in continuous multidimensional spaces (Carle
and Fogg, 1997). Its results are easily interpretable and it is a good alternative to the T-PROGS
software developed by Carle (1999), which is oriented towards modelling groundwater systems. The
models considered in the spMC package are used to analyse any categorical random variable Z(s)
at the d-dimensional position s ∈ Rd which satisfies the Markov property. Other R packages are
also helpful for analysing categorical spatial data. For example, the gstat package (Pebesma, 2004)
allows for analyses using traditional methods such as the parameter estimation of spatial models
based on variograms and kriging techniques for predictions. All these methods and their variants are
also available in other packages, e.g. geoRglm (Christensen and Ribeiro Jr, 2002) and RandomFields
(Schlather, 2013). When Z(s) is assumed to be linked to a continuous hidden random process, these
packages are useful for studying the covariance structure of the data.

The spMC package extends the functionality of the T-PROGS software to R users. New useful
functions are included for faster modelling of transition probability matrices, and efficient algorithms
are implemented for improving predictions and simulations of categorical random fields. The main
tasks and their functions are clearly summarised in Table 1. Three different fitting methods were
implemented in the package. The first is based on the estimates of the main features that characterise
the process, the second focuses on the minimisation of the discrepancies between the empirical and
theoretical transition probabilities, and the third follows the maximum entropy approach. Once the
model parameters are properly estimated, transition probabilities are calculated through the matrix-
valued exponential function (see Higham, 2008, Algorithm 10.20 in Chapter 10). These transition
probabilities are then combined to predict the category in an unsampled position. Three algorithms
are used to simulate spatial random fields; those based on the kriging techniques (Carle and Fogg,
1996), those using fixed and random path methods (Li, 2007a; Li and Zhang, 2007), or those using
multinomial categorical simulation proposed by Allard et al. (2011). In order to reduce computation
time through OpenMP API (version 3.0; OpenMP Architecture Review Board, 2008), the setCores()
function allows the user to change the number of CPU cores, so that one can mix shared memory
parallel techniques with those based on the Message Passing Interface (The MPI Forum, 1993) as
described in Smith (2000).

Here, it will be shown how to perform a geostatistical analysis of the Jura data set (Goovaerts,
1997) using the spMC package (version 0.3.1). The data set consists of 359 sampled spatial coordinates
and their respective observed realisations of two categorical variables (related to the rock-type and the
land use) and some continuous variables (corresponding to the topsoil content).

Brief overview of the models

The spMC package deals with both one-dimensional and multidimensional continuous lag models.
If Z(sl) denotes a categorical random variable in a location sl , for any l = 1, . . . , n, its outcome
conventionally takes values in the set of mutually exclusive states {z1, . . . , zK}, where K represents the
total number of observable categories. A continuous lag Markov chain model organises the conditional
probabilities

tij(sl − sk) = Pr(Z(sl) = zj|Z(sk) = zi),

for any i, j = 1, . . . , K, in a K× K transition probability matrix. Generally speaking, such a model is a
transition probability matrix-valued function depending on one-dimensional or multidimensional
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Tasks and functions Techniques implemented in the spMC package

Estimations of one-dimensional continuous lag models
transiogram Empirical transition probabilities estimation
tpfit One-dimensional model parameters estimation
tpfit_ils Iterated least squares method for one-dimensional model parameters estimation
tpfit_me Maximum entropy method for one-dimensional model parameters estimation
tpfit_ml Mean length method for one-dimensional model parameters estimation

Estimations of multidimensional continuous lag models
pemt Pseudo-empirical multidimensional transiograms estimation
multi_tpfit Multidimensional model parameters estimation
multi_tpfit_ils Iterated least squares method for multidimensional model parameters estimation
multi_tpfit_me Maximum entropy method for multidimensional model parameters estimation
multi_tpfit_ml Mean length method for multidimensional model parameters estimation

Categorical spatial random field simulation and prediction
sim Random field simulation
sim_ck Conditional simulation based on indicator cokriging
sim_ik Conditional simulation based on indicator kriging
sim_mcs Multinomial categorical simulation
sim_path Conditional simulation based on path algorithms

Graphical tools
plot.transiogram Plot one-dimensional transiograms
mixplot Plot of multiple one-dimensional transiograms
contour.pemt Display contours with pseudo-empirical multidimensional transiograms
image.pemt Images with pseudo-empirical multidimensional transiograms
image.multi_tpfit Images with multidimensional transiograms

Table 1: Most important user functions in the spMC package.

lags, i.e.
T(hφ) : Rd → [0, 1]K×K ,

wherein hφ denotes a d-dimensional continuous lag along the direction φ ∈ Rd. Such a lag corre-
sponds to the difference between the location coordinates and is proportional to the direction φ. The
exponential form,

T(hφ) = exp
(
‖hφ‖Rφ

)
, (1)

=
∞

∑
u=0

‖hφ‖u

u!
Ru

φ,

is usually adopted to model the observed variability and local anisotropy. The components of the
transition rate matrix Rφ ∈ RK×K (the model coefficients) depend on the direction φ and they must
satisfy the following properties (Norris, 1998, Section 2.1):

• rii ≤ 0, for any i = 1, . . . , K.

• rij ≥ 0, if i 6= j.

• The row sums satisfy
K

∑
j=1

rij = 0.

• The column sums satisfy
K

∑
i=1

pirij = 0,

where pi is the proportion of the i-th category.
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The components of R−φ may be computed through the relation

rij, −φ =
pj

pi
rji, φ ∀i, j = 1, . . . , K,

where −φ denotes the opposite direction.

Transition rate matrix estimation

In order to obtain an estimate of the transition rate matrix along the direction φ, the package provides
two solutions, i.e. by following the one-dimensional approach or the multidimensional. The latter
estimates the matrix Rφ by the ellipsoidal interpolation of d matrices, which are computed along the
axial directions through one-dimensional procedures.

The one-dimensional techniques related to the tpfit_ml() and tpfit_me() functions are based
on mean lengths Li, φ and transition frequencies of embedded occurrences f ∗kj, φ. The iterated least
squares method is implemented through the tpfit_ils() function.

The first two functions estimate the stratum mean lengths for each category through the mlen()
function. The mean lengths are computed either with the average of the observed stratum lengths or
their expectation based on the maximum likelihood estimate by assuming that the observed lengths are
independent realisations of a log-normal random variable. In order to verify the distributional assump-
tion on the lengths, the function getlen() estimates stratum lengths of embedded Markov chains
along a chosen direction, while other functions such as boxplot.lengths(), density.lengths(),
hist.lengths() are used for graphical diagnostics.

The tpfit_ml() function computes the transition frequencies of embedded occurrences as an
average through the function embed_MC(). The maximum entropy method, adopted by the tpfit_me()
function, calculates the transition frequencies of embedded occurrences through the iterative propor-
tion fitting (Goodman, 1968). The algorithm may be summarised as follows:

1. Initialise fi, φ with pi/Li, φ.

2. Compute f ∗ij, φ = fi, φ f j, φ ∀i, j = 1, . . . , K.

3. Compute

fi, φ =
pi ∑K

k=1 ∑K
j 6=k f ∗kj, φ

Li, φ ∑K
j 6=i f ∗ij, φ

.

4. Repeat the second and the third step until convergence.

Both tpfit_ml() and tpfit_me() functions estimate the autotransition rates as rii = −1/Li, φ,
while the rates for any i 6= j are calculated as rij, φ = f ∗ij, φ/Li, φ.

The tpfit_ils() function estimates the transition rate matrix by minimising the sum of the
squared discrepancies between the empirical probabilities given by the transiogram() function and
theoretical probabilities given by the model. The bound-constrained Lagrangian method (Conn et al.,
1991) is performed in order to have a proper transition rate matrix, which satisfies the transition rate
properties.

The multidimensional approach is computationally efficient. In fact a generic entry of the matrix
Rφ is calculated by the ellipsoidal interpolation as

|rij, φ| =

√√√√ d

∑
v=1

(
hv, φ

‖hφ‖
rij, ev

)2
, (2)

where hv, φ is the v-th component of the vector hφ, ev represents the standard basis vector, and the
rate rij, ev is replaced by rij, −ev for components hv, φ < 0. In this way, it is only necessary to have in
memory the estimates for the main directions.

The multi_tpfit_ml(), multi_tpfit_me() and the multi_tpfit_ils() functions automatically
perform the estimation of d transition rate matrices along the axial directions with respect to the chosen
one-dimensional method.
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Prediction and simulation based on transition probabilities

Several methods were developed to predict or simulate the category in an unobserved location s0
given the knowledge of the sample positions s1, . . . , sn. The conditional probability,

Pr

(
Z(s0) = zi

∣∣∣∣∣ n⋂
l=1

Z(sl) = z(sl)

)
,

is used to predict or simulate the category in s0, where zi represents the i-th category and z(sl) is the
observed category in the l-th sample location.

Usually such a probability is approximated through

• Kriging- and Cokriging-based methods, implemented in the sim_ik() and sim_ck() functions.

• Fixed or random path algorithms, available in sim_path().

• Multinomial categorical simulation procedure, sim_mcs() function.

The approximation proposed by Carle and Fogg (1996) is implemented in the functions sim_ik()
and sim_ck(). Both of them use some variant of the following

Pr

(
Z(s0) = zj

∣∣∣∣∣ n⋂
l=1

Z(sl) = z(sl)

)
≈

n

∑
l=1

K

∑
i=1

wij, l cil ,

where

cil =

{
1 if z(sl) = zi,
0 otherwise,

and the weights wij, l are calculated by solving the following system of linear equations:T(s1 − s1) · · · T(sn − s1)
...

. . .
...

T(s1 − sn) · · · T(sn − sn)


W1

...
Wn

 =

T(s0 − s1)
...

T(s0 − sn)

 ,

where

Wl =

w11, l · · · w1K, l
...

. . .
...

wK1, l · · · wKK, l

 .

This approximation does not satisfy the probability axioms, because such probabilities might lie
outside the interval [0, 1] and it is not ensured that they sum up to one. To solve the former problem
truncation is considered, but the usual normalisation is not adopted to solve the latter; in fact, after the
truncation, these probabilities might also sum up to zero instead of one. The implemented stabilisation
algorithm translates the probabilities with respect to the minimum computed for that point. Then, the
probabilities are normalised as usual.

To improve the computational efficiency of the algorithm, the m-nearest neighbours are considered
in the system of equations instead of all sample points; in so doing, a decrease in computing time is
noted and the allocated memory is drastically reduced to a feasible quantity.

For the approximation adopted in the sim_path() function, conditional independence is assumed
in order to approximate the conditional probability as in the analysis of a Pickard random field
(Pickard, 1980). This method, as described in Li (2007b), considers m known neighbours in the axial
directions, so that the probability is computed as

Pr

(
Z(s0) = zi

∣∣∣∣∣ n⋂
l=1

Z(sl) = z(sl)

)
≈ Pr

(
Z(s0) = zi

∣∣∣∣∣ m⋂
l=1

Z(sl) = zkl

)
∝

∝ tk1i(s0 − s1)
m

∏
l=2

tikl
(s0 − sl).

The method proposed by Allard et al. (2011) is implemented in the sim_mcs() function. It was
introduced to improve the computational efficiency of the Bayesian maximum entropy approach
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proposed by Bogaert (2002). Here, the approximation of the conditional probability is

Pr

(
Z(s0) = zi

∣∣∣∣∣ n⋂
l=1

Z(sl) = z(sl)

)
≈

pi

n

∏
l=1

tikl
(s0 − sl)

K

∑
i=1

pi

n

∏
l=1

tikl
(s0 − sl)

.

Also in this case, the user can choose to apply this approximation by considering all data or only the
m-nearest neighbours, with the same advantages described above.

Once the conditional probabilities are computed, the prediction is given by the highest probable
category, while the simulation is given by randomly selecting one category according to the computed
probabilities.

After the first simulation is drawn, the sim_ik() and sim_ck() functions execute an optimisation
phase in order to avoid “artifact discontinuities”, wherein the simulated patterns do not collimate
with the conditioning data (Carle, 1997). The user can then choose to perform simulated annealing or
apply a genetic algorithm in order to reduce the quantity

K

∑
i=1

K

∑
j=1

(
rij, SIM − rij, MOD

)2
+

K

∑
i=1

(
pi, SIM − pi, MOD

)2 ,

where rij, SIM and pi, SIM are coefficients estimated from the pattern to optimise, while rij, MOD and
pi, MOD are those used to generate the initial simulation. Other comparison methods are also available
through the argument optype.

An example with the Jura data set

The data set consists of spatial coordinates and the observed values of both categorical and continuous
random variables collected at 359 locations in the Jura region in Switzerland. In particular, we will
deal with the rock-type categorical variable of the geological map created by Goovaerts (1997, see
Figure 4), which consists of 5957 sites. The aim of these analyses is related to the parameters estimation
of the model in (1), and its interpretation through graphical methods. These analyses are useful to
check the model assumptions and to ensure the accuracy of the predictions.

First, the spMC package and the Jura data set in the gstat package are loaded as follows:

library(spMC)
data(jura, package = "gstat")

If the package is compiled with the OpenMP API, the number of CPU cores to use can be set by

setCores(4)

otherwise a message will be displayed and only one core can be internally used by the spMC package.

In order to study the spatial variability of the data and interpret the transitions from a geometrical
viewpoint, the empirical transition probabilities along the main axes are calculated. These probabilities
point out the persistence of a category according to the lag between two points. They also provide
juxtapositional and asymmetrical features of the process, which are not detected by adopting indicator
cross-variograms (Carle and Fogg, 1996). Therefore, all couples of points along axial directions
are chosen such that their lag-length is less than three. After, we calculate the empirical transition
probabilities for twenty points within the maximum distance. This can be conducted with the execution
of the following code:

data <- jura.grid[, 4]
coords <- jura.grid[, 1:2]
Trg <- list()
Trg[[1]] <- transiogram(data, coords, max.dist = 3, mpoints = 20,

direction = c(1, 0))
Trg[[2]] <- transiogram(data, coords, max.dist = 3, mpoints = 20,

direction = c(0, 1))

If we want to compare these probabilities with the theoretical one, we first need to estimate two
transition rate matrices, i.e. the model coefficients, along the axial directions. Three estimation
methods are available in the spMC package (see Table 1), but only those based on mean lengths and
maximum entropy are shown, even though the iterated least squares may be similarly applied. The
code to estimate the transition rates through the mean lengths method is written as follows:
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One−dimensional transiograms (X−axis)
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One−dimensional transiograms (Y−axis)
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Figure 1: Empirical transiogram (green points) and theoretical probabilities (average method in black
lines, maximum entropy method in red) along the X-axis (left) and along the Y-axis (right).

RTm <- list()
RTm[[1]] <- tpfit_ml(data, coords, direction = c(1, 0))
RTm[[2]] <- tpfit_ml(data, coords, direction = c(0, 1))

In this case, the mean lengths are calculated through the average of the stratum lengths along the
chosen directions. On the other hand, to estimate the transition rate matrices through the maximum
entropy approach, the following code must be executed:

ETm <- list()
ETm[[1]] <- tpfit_me(data, coords, direction = c(1, 0))
ETm[[2]] <- tpfit_me(data, coords, direction = c(0, 1))

Given the model coefficients, the transition probabilities for some specific lags are calculated as in (1).
This is done as follows:

RTr <- list()
ETr <- list()
for (i in 1:2) {

RTr[[i]] <- predict(RTm[[i]], lags = Trg[[i]]$lags)
ETr[[i]] <- predict(ETm[[i]], lags = Trg[[i]]$lags)

}

Since these probabilities are calculated with respect to some fixed directions, i.e. by considering a
one-dimensional perspective, they can be graphically compared. By the use of the mixplot() function,
several transition probability diagrams (transiograms) can be superposed in a unique graphic, e.g.

for (i in 1:2)
mixplot(list(Trg[[i]], RTr[[i]], ETr[[i]]), type = c("p", "l", "l"), pch = "+",

col = c(3, 1, 2), legend = FALSE, main = paste(
"One-dimensional transiograms", c("(X-axis)", "(Y-axis)")[i]))

By looking at the graphics in Figure 1, one can see how well the estimated models fit the observed
probabilities (green points). This kind of graphic may be interpreted as a transition probability matrix;
in fact it shows the probability dynamic related to one-dimensional lags along the specified direction.
For example, let us consider the first horizontal line of graphics in Figure 1 on the left. They denote
the transition probabilities at each lag from the Argovian state to one of the five categories.

These graphics are mainly used to investigate the stationarity of the stochastic process. In particular,
the process is weakly stationary if the expected probabilities are not dependent on the location points,
i.e. IE[Pr(Z(s) = zi)] = pi for all s ∈ Rd. Theoretically, the transition probability matrix in (1) becomes
constant as the lag distance ‖hφ‖ → ∞. In order to check the stationarity property of the process
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Pseudoempirical transiogram (Xloc, Yloc)
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Figure 2: Multidimensional pseudoempirical transiogram.

along one fixed direction φ, we need to look at empirical transition probabilities computed for large
distances. If most of these probabilities reproduce the characteristics already described, the data might
be considered as a realisation from a weakly stationary process.

The comparison can also be made between two or more transiograms drawn for different directions.
In so doing, it is possible to check if the process is anisotropic. This happens when there is directional
dependence in the data. From a probabilistic point of view, the transiogram may show different
dynamics when it approaches the limit probability matrix along different directions. In our case, the
behaviours of the empirical transition probabilities along the axial directions do not match. Although
those based on the estimated model are more regular than the empirical, they are not similar. This
means that the Jura data set is anisotropic.

The function pemt() can be considered as another tool to check the anisotropy of the process.
It estimates the transition rate matrix for each multidimensional lag direction and computes the
transition probabilities as in (1). At the same time the function calculates other probabilities through
the transition rates computed as in (2). Then the probabilities are drawn by use of the function
image.pemt() (see Figure 2). If probabilities at the same level (those with the same colour) are placed
on ellipses, the process is characterised by geometrical anisotropy. Comparisons made by the use of
contour.pemt() are more evident, because contour lines are displayed for both the pseudo-empirical
and the theoretical probabilities in a unique graphic.

The following R code can be executed to obtain Figure 2:

psEmpTr <- pemt(data, coords, 40, max.dist = c(.5, .5))
mycol <- rev(heat.colors(500))
image(psEmpTr, col = mycol, useRaster = TRUE, breaks = c(0:500) / 500)

From a computational point of view, the model based on the ellipsoidal interpolation of transition
rate matrices is the most efficient way to calculate transition probabilities given multidimensional
lags. In these cases, the model coefficients can be separately estimated by a unique R function. Hence,
the functions multi_tpfit_ml() and multi_tpfit_me() provide methods to estimate transition rate
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Multidimensional transiogram (Xloc, Yloc)
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Multidimensional transiogram (Xloc, Yloc)
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Figure 3: Multidimensional theoretical transiogram (transition rates are estimated by the average
method (left) and by the maximum entropy method (right).

matrices along axial directions. These functions implement algorithms based on the mean lengths and
the maximum entropy respectively (see Table 1).

MTr <- list()
MTr$average <- multi_tpfit_ml(data, coords)
MTr$entropy <- multi_tpfit_me(data, coords)

With the output of these functions, we can draw the theoretical transition probability maps as
follows:

image(MTr$average, 40, max.dist = 0.25, col = mycol, nlevels = 5,
breaks = 0:500 / 500)

image(MTr$entropy, 40, max.dist = 0.25, col = mycol, nlevels = 5,
breaks = 0:500 / 500)

Both graphics in Figure 3 denote transition probability maps. The way to read these graphics is
almost the same as for one-dimensional transiograms. Each image in this kind of graphic represents a
2-D transition probability section; this means that the probability level is given by the colour of the
points. Each point is located to a specific “bidimensional” lag.

The transition probabilities obtained through maximum entropy rates (see Figure 3 on the right)
are too regular for the process. If we look at the transiogram in Figure 1 on the left, we note that the
red lines are not so close to the empirical transition probabilities and this may create some forecast
problems when we consider the multidimensional lags. In fact, since the model was developed for
stationary processes, its use is suitable when the stochastic process might be considered stationary.

Once the best fitting mdoel is chosen, we can predict the category in the unknown points or
simulate a random field. In any case, we need to consider that the approximation of the simulation
probabilities is affected by further variability due to the ellipsoidal interpolation of the transition
rates. This means that the real transition rates for a non-axial direction can be overestimated or
underestimated with a bigger error than the axial directions.

In this example, 100 observations are sampled from the original geological map and, instead of
re-estimating transition rates, we are going to predict the category in the original locations through
the already estimated rates. From a computational viewpoint, this allows us to compare the prediction
accuracy of the procedures exposed in Table 1.

In real applications, all data may be used to estimate the parameters of the model and get better
predictions. Simulations should be used only for drawing scenarios for non-observed locations.
Obviously, the most probable category in a location is the best prediction.

The following lines of code are executed to plot the Jura geological map (see Figure 4):
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Figure 4: The Swiss Jura geological map (left) and the 100 sampled observations (right).

X <- jura.grid$X
Y <- jura.grid$Y
library(RColorBrewer)
brwCol <- brewer.pal(nlevels(data), "Accent")
par(mfrow = c(1, 1), mar = c(5, 4, 4, 2))
plot(X, Y, col = brwCol[data], pch = 15, main = "Swiss Jura geological map")
legend("topleft", legend = levels(data), col = brwCol, pch = 15)

One hundred observations are randomly selected as follows:

set.seed(29062011)
smp <- sample(length(data):1, 100)

and they are plotted by the following code:

plot(X, Y, type = "n", main = "Sample of 100 observations", xlab = "X", ylab = "Y")
points(X[smp], Y[smp], pch = 19, col = brwCol[data[smp]])
legend("topleft", legend = levels(data), col = brwCol, pch = 15)

Usually, before performing the simulation, a grid of points is generated by the use of the well-
known expand.grid() function. In this example, the simulation grid is set as

grid <- jura.grid[, 1:2]

The kriging algorithm will approximate the conditional probabilities by considering the twelve
nearest neighbours for all points in the simulation grid. Since only predictions will be presented here,
the optimisation phase used to adjust the simulations will be skipped.

iks <- sim_ik(MTr$average, data = data[smp], coords = coords[smp, ],
grid, knn = 12, max.it = 0)

Both fixed and random path simulation methods are performed by considering those nearest
points along the axial directions within a radius of length one.

fpth <- sim_path(MTr$average, data = data[smp], coords = coords[smp, ],
grid, radius = 1, TRUE)

rpth <- sim_path(MTr$average, data = data[smp], coords = coords[smp, ],
grid, radius = 1)

The multinomial categorical simulation method will approximate the prediction probabilities by
considering all sample points.

mcs <- sim_mcs(MTr$average, data = data[smp], coords = coords[smp, ], grid)
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Figure 5: Prediction obtained by kriging probability approximation (left) and by fixed path probability
approximation (right).

All these functions returns a “data.frame” object as output. It contains the coordinates, predictions,
simulations and the approximated probability vector for each point in the simulation grid. Through
these quantities we can plot the prediction maps by the use of the following R code:

posCol <- as.integer(iks$Prediction)
plot(X, Y, pch = 15, col = brwCol[posCol], main = "Kriging prediction map")
legend("topleft", legend = levels(data), col = brwCol, pch = 15)
posCol <- as.integer(fpth$Prediction)
plot(X, Y, pch = 15, col = brwCol[posCol], main = "Fixed path prediction map")
legend("topleft", legend = levels(data), col = brwCol, pch = 15)
posCol <- as.integer(rpth$Prediction)
plot(X, Y, pch = 15, col = brwCol[posCol], main = "Random path prediction map")
legend("topleft", legend = levels(data), col = brwCol, pch = 15)
posCol <- as.integer(mcs$Prediction)
plot(X, Y, pch = 15, col = brwCol[posCol],

main = "Multinomial categorical prediction map")
legend("topleft", legend = levels(data), col = brwCol, pch = 15)

By looking at the graphics in Figures 5 and 6, we can have an idea of the prediction heterogeneity of
these methods. In order to establish which is the best predictor, one should perform these simulations
more than once. At each time, another 100 observations must be randomly selected. However, this is
beyond the aim of this example.

Using only 2% of the original data, we can obtain the results in Table 2 by checking how many
predictions match with the observed categories. Since the data are used in the computations of the
probabilities, the prediction accuracy improves under particular conditions. Essentially, the sample size
should increase while the spatial domain, wherein the observations are taken, is fixed and bounded. In
this example, we can have more accurate predictions by increasing the number of the random selected
observations and keeping the number of points in the simulation grid fixed.

In order to compute the number of matches, we calculate the contingency table as follows:

ikTb <- table(data, iks$Prediction)
fpTb <- table(data, fpth$Prediction)
rpTb <- table(data, rpth$Prediction)
mcTb <- table(data, mcs$Prediction)

The relative frequencies of matches are given by the following code:

ikPr <- sum(diag(ikTb)) / length(data)
fpPr <- sum(diag(fpTb)) / length(data)
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Figure 6: Prediction obtained by random path probability approximation (left) and by multinomial
categorical probability approximation (right).

Probability of coverage

Kriging 0.65452
Fixed path 0.54709

Random path 0.58922
Multinomial 0.60047

Table 2: Percentages of matched categories.

rpPr <- sum(diag(rpTb)) / length(data)
mcPr <- sum(diag(mcTb)) / length(data)

This allows us to obtain the values in Table 2.

Conclusions

Although there exist other approaches to study categorical random fields, the spMC package is a
powerful tool for modelling continuous lag Markov chains. In particular, the user is allowed to
deal with categorical response variables based on spatial stochastic processes without specifying a
variogram model for the spatial dependence structure.

Several functions were developed to investigate graphically the properties of the process (e.g.
stationarity and anisotropies), while others are useful to estimate the parameters, to predict and
simulate the categorical values on unsampled locations. All of the functions in the package were
designed in order to achieve good results in a reasonable time, as well as for large data sets.
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RNetCDF – A Package for Reading and
Writing NetCDF Datasets
by Pavel Michna and Milton Woods

Abstract This paper describes the RNetCDF package (version 1.6), an interface for reading and
writing files in Unidata NetCDF format, and gives an introduction to the NetCDF file format. NetCDF
is a machine independent binary file format which allows storage of different types of array based
data, along with short metadata descriptions. The package presented here allows access to the most
important functions of the NetCDF C-interface for reading, writing, and modifying NetCDF datasets.
In this paper, we present a short overview on the NetCDF file format and show usage examples of the
package.

Introduction

NetCDF is a widely used file format in atmospheric and oceanic research – especially for weather and
climate model output – which allows storage of different types of array based data, along with a short
data description. The NetCDF format (Network Common Data Format, http://www.unidata.ucar.
edu/software/netcdf/) has been developed since 1988 by Unidata (a programme sponsored by the
United States National Science Foundation) with the main goal of making best use of atmospheric and
related data for education and research (Rew et al., 2011; Rew and Davis, 1990).

NetCDF files are stored as machine-independent binary data, such that files can be exchanged
between computers without explicit conversion (Rew and Davis, 1990). Until version 3.6.0, only one
binary data format was used. This is the default format for all NetCDF versions and is also named
NetCDF classic format (Rew et al., 2011). Version 3.6.0 of the NetCDF library introduced the 64-bit
offset format, which allowed addressing of much larger datasets; version 4.0.0 introduced also the
HDF5 format, in a way that the NetCDF library can use HDF5 as its external format. By default,
however, the classic format is still used (Rew et al., 2011).

One particular advantage of NetCDF over some other binary formats, such as the RData format
used by R, is the ability to access and modify arbitrary sections of array data. This allows massive
datasets to be processed efficiently, even if they are larger than the virtual memory available on a
particular system. To reduce disk space requirements, floating-point values are often packed into 8- or
16-bit integers, and the NetCDF-4 (HDF5) format supports transparent compression using the zlib
library.

RNetCDF (Michna, 2012) was designed to handle the classic format and is also able to read and
write files with 64-bit offset. If RNetCDF is compiled and linked with version 4.0.0 or later of the
NetCDF library, files in NetCDF-4 (HDF5) binary format can be read if they use the data model of
NetCDF-3 or earlier. In this paper we give a short overview of the concept of NetCDF based on
Unidata’s reference manuals, followed by the concept of the package and usage examples.

What are NetCDF datasets?

Data model

A NetCDF dataset contains dimensions, variables, and attributes, each identified both by a name and
an ID number. These components can be used together to capture the meaning of data and relations
among data fields in an array-oriented dataset. The NetCDF library allows simultaneous access to
multiple NetCDF datasets which are identified by dataset ID numbers, in addition to ordinary file
names.

A NetCDF dataset contains a symbol table for variables containing their name, data type, rank
(number of dimensions), dimensions, and starting disk address. Each element is stored at a disk
address which is a linear function of the array indices (subscripts) by which it is identified. Hence,
these indices need not be stored separately (as in a relational database). This provides a fast and
compact storage method (Rew et al., 2006). The advantage of the NetCDF library is that there is no
need for the user to take care of the physical representation of multidimensional data on the disk.
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Name Length Description Limits

char 8-bit characters intended for representing text
byte 8-bit signed or unsigned integers −128 . . . +127
short 16-bit signed integers −32′768 . . . +32′767
int 32-bit signed integers −2′147′483′648 . . . +2′147′483′647
float 32-bit IEEE floating-point (6 significant digits) ±1.175× 10−38 . . . ±3.403× 1038

double 64-bit IEEE floating-point (15 significant digits) ±2.225× 10−308 . . . ±1.798× 10308

Table 1: External data types which are supported by the NetCDF interface.

Data types

The NetCDF interface defines six primitive external data types – char, byte, short, integer, float,
and double (Rew et al., 2006). Their exact representation is shown in Table 1. These types were
chosen to provide a reasonably wide range of trade-offs between data precision and number of bits
required for each value. These external data types are independent of whatever internal data types
are supported by a particular machine and language combination. The basic unit of named data in a
NetCDF dataset is a variable (Rew et al., 2006). When a variable is defined, its shape is specified as a
list of dimensions. These dimensions must already exist at the time of definition of a variable.

Dimensions

A dimension may be used to represent a real physical dimension, for example, time, latitude, longitude,
or height. A dimension might also be used to index other quantities, for example station or model-run-
number (Rew et al., 2006).

A NetCDF dimension has both a name and a length, where the dimension length is an arbitrary
positive integer starting at 1. One dimension in a NetCDF dataset can be of unlimited length. Such a
dimension is called the unlimited dimension or the record dimension. A variable with an unlimited
dimension can grow to any length along that dimension. The unlimited dimension index is like a
record number in conventional record-oriented files. A NetCDF dataset can have at most one unlimited
dimension, but need not have any. If a variable has an unlimited dimension, that dimension must be
the most significant (slowest changing) one.

Variables

Variables are used to store the bulk of the data in a NetCDF dataset. A variable represents an array of
values of the same type. A scalar value is treated as a 0-dimensional array. A variable has a name,
a data type, and a shape described by its list of dimensions specified when the variable is created.
A variable may also have associated attributes, which may be added, deleted or changed after the
variable is created (Rew et al., 2006). The shape of a variable cannot be changed after definition,
only growing along the unlimited dimension is possible. Missing values (NA) have no internal
representation. For this purpose, a respective attribute has to be defined for each variable. Most
applications (including RNetCDF) accept the names ‘_FillValue’ and ‘missing_value’, although the
latter is deprecated and should not be used when creating new datasets.

Handling of strings

NetCDF does not have a primitive string type, but does have arrays of type char, each of which is
8 bits in size. The main difference is that strings are arrays of chars of variable length, while char
arrays are of fixed length (Rew et al., 2006). If an array of strings has to be created (e.g., a list of station
names), internal routines read char arrays and convert them to strings without requiring the user to
deal with trailing zeroes or padding. The zero-byte termination of strings is done automatically, and
the user only needs to ensure that the fastest varying dimension (often named ‘max_string_length’) is
long enough to contain the terminating zero-byte, i.e., max(nchar(my_strings))+1 where my_strings
is the data to be written.

Attributes

NetCDF attributes are used to store metadata, similar in many ways to the information stored in data
dictionaries and schema in conventional database systems. Most attributes provide information about
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a specific variable. These are identified by the name (or ID) of that variable, together with the name of
the attribute. An attribute has an associated variable (the null variable for global attributes), a name,
a data type, a length, and a value (Rew et al., 2006). Most generic applications that process NetCDF
datasets assume standard attribute conventions (see below) and it is strongly recommended that these
be followed unless there are good reasons for not doing so.

Naming conventions

There are almost no restrictions on how a NetCDF dataset should be named and structured. However,
there are different conventions like COARDS and CF (http://cf-pcmdi.llnl.gov/, Eaton et al. 2011),
and it is highly recommended to follow at least the basic practice to ensure portability and self-
description of the contents. Variable, dimension and attribute names should begin with a letter and be
composed of letters (case significant), digits, and underscores. The CF-convention (NetCDF Climate
and Forecast Metadata Convention) permits neither the use of the hyphen character, nor leading
underscores in names. Finally, NetCDF files should have the file name extension ‘.nc’.

Coordinate systems

A coordinate variable is a one-dimensional variable with the same name as a dimension, which
names the coordinate values of the dimension. It should not contain any missing data (for example,
no ‘_FillValue’ or ‘missing_value’ attributes) and must be strictly monotonic (values increasing or
decreasing). A variable’s coordinate system is the set of coordinate variables used by the variable. It is
good practice to respect the following rules (Rew et al., 2006):

• Create coordinate variables for every dimension (except for string length dimensions).

• Give each coordinate variable at least ‘unit’ and ‘long_name’ attributes to document its meaning.

• Share dimensions to indicate that two variables use the same coordinates along that dimension.
If two variables’ dimensions are not related, create separate dimensions for them, even if they
happen to have the same length.

In climatological applications, often geographical coordinates are used. Variables representing lati-
tude must always explicitly include the ‘units’ attribute; there is no default value. The recommended
unit of latitude is ‘degrees_north’, and ‘degrees_east’ for longitude (Eaton et al., 2011).

Handling of time

There is no single way to deal with time in NetCDF datasets, but in most cases, time definitions
from Unidata’s UDUNITS library are used (see http://www.unidata.ucar.edu/software/udunits).
Variables representing time must always explicitly include the ‘units’ attribute; there is no default
value. The ‘units’ attribute takes a string value formatted as per the recommendations in the UDUNITS
package (Eaton et al., 2011), usually in the form ‘time_units since time_reference’.

The most commonly used time units (and their abbreviations) include ‘day’, ‘hour’, ‘minute’ and
‘second’ or their plural forms. The units ‘year’ and ‘month’ may also be used, but they refer to fractional
numbers of days related to successive passages of the sun through the vernal equinox. It may be
preferable to use units related to the calendar year, including a ‘common_year’ of 365 days, a ‘leap_year’
of 366 days, a ‘Julian_year’ of 365.25 days, or a ‘Gregorian_year’ of 365.2425 days.

A reference time string is required to appear after the identifier ‘since’, and it may include date
alone, date and time, or date, time and time zone. An example of a valid reference time is ‘1970-1-1
00:00:00 10:00’, which is midnight on January 1st, 1970 in a time zone that is 10 hours east of
Coordinated Universal Time (such as Australian Eastern Standard Time).

Implementation

RNetCDF enables most of the functionality of the NetCDF C-interface (version 3.6.1) to be called from
within R. Because time is often stored as a numeric vector with a reference time and unit according to
Unidata’s UDUNITS library, calendar conversion functions from UDUNITS are also included in the
package.

The programming interfaces provided by RNetCDF will be familiar to developers who have
used NetCDF from compiled languages such as Fortran and C. An alternative package, ncdf (Pierce,
2011) and its successor ncdf4 (Pierce, 2013), provides a higher-level interface to NetCDF that may
be preferred by some users, but it does not allow deleting and renaming of attributes. However, the

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859

http://cf-pcmdi.llnl.gov/
http://www.unidata.ucar.edu/software/udunits
http://CRAN.R-project.org/package=ncdf
http://CRAN.R-project.org/package=ncdf4


CONTRIBUTED RESEARCH ARTICLES 32

lower-level functions in RNetCDF allow users to define functions and data structures that match
their purposes. Although a high-level interface generally requires less work by users, we believe that
RNetCDF provides more and better functionality, since users need not care about technical issues at
the C level, yet they still have the means to perform nearly all operations that are possible on NetCDF
datasets. We have included one higher-level function that is not part of the C-interface which enables
reading of a whole NetCDF dataset using one command, which is a common task when working with
such datasets.

All six of the external data types shown in Table 1 are supported. However, when reading data
into R, only the R data types character and numeric will be distinguished. The NetCDF C-library
converts integer and floating point values in a NetCDF file to double precision values in R, and the
reverse conversions are performed during write operations. Reading and writing of data arrays is
done by specifying a corner and a vector of edge lengths. The capabilities of the package are restricted
to consecutive read/write; subsampling and mapping are not currently supported by RNetCDF but
they can be performed easily using standard R commands.

The classic and 64-bit NetCDF file formats store metadata, such as dimensions, variable names
and attributes, in a binary header at the start of the file. The contents of variables are stored after the
header, and little or no padding is used to separate the sections of the file. If the metadata of the file
are changed after variables are written, it is likely that variables will need to be moved within the file
to accommodate a change in the size of the header. To avoid the overhead of such data movement, the
usual approach is to define all of the metadata before writing data to variables. The NetCDF C-library
uses distinct modes for defining metadata and writing variables, and special routines are used to
switch between these two modes. However, for the sake of simplicity, the mode-switching routines are
hidden by the RNetCDF interface, and the appropriate mode is selected for each operation requested.

Usage examples

Creating a NetCDF dataset

As an example, assume we have a climatological dataset with daily temperature measurements at five
imaginary weather stations. Three variables are defined: time (as date with year, month, day, hour,
minute, second), temperature and station name:

mytime <- matrix(nrow=2, ncol=6)
mytime[1,] <- c(2012, 06, 01, 12, 00, 00)
mytime[2,] <- c(2012, 06, 02, 12, 00, 00)
mytime_units <- "days since 1970-01-01 00:00:00"

mytemperature <- matrix(c(1.1, 2.2, 3.3, 4.4, 5.5, 6.6, 7.7, NA, NA, 9.9),
ncol=2, nrow=5)

myname <- c("Alfa", "Bravo", "Charlie", "Delta", "Echo")

When creating the NetCDF dataset, the organisation of the data should be known in advance.
While changes to the structure of the file are possible, they may involve significant reorganisation of
data within the file. To allow for expansion of a file with new data, it is possible to declare a single
dimension with “unlimited” size. As a first step in our example, the file has to be created and all
dimensions and variables need to be defined:

nc <- create.nc("foo.nc")

dim.def.nc(nc, "station", 5)
dim.def.nc(nc, "time", unlim=TRUE)
dim.def.nc(nc, "max_string_length", 32)

var.def.nc(nc, "time", "NC_INT", "time")
var.def.nc(nc, "temperature", "NC_DOUBLE", c("station", "time"))
var.def.nc(nc, "name", "NC_CHAR", c("max_string_length", "station"))

At this point, missing values (NA) cannot be written and the time axis is not yet defined. For
this purpose, attributes have to be set and the time matrix needs to be converted into a vector with a
reference time (as defined already above):

att.put.nc(nc, "temperature", "_FillValue", "NC_DOUBLE", -99999.9)
att.put.nc(nc, "time", "units", "NC_CHAR", mytime_units)
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mytime_ut <- utinvcal.nc(mytime_units, mytime)

Now the variable data can be written. To ensure that the data are written to the file and not
buffered in memory, the file should be closed when all operations are complete:

var.put.nc(nc, "name", myname)
var.put.nc(nc, "time", mytime_ut)
var.put.nc(nc, "temperature", mytemperature)
close.nc(nc)

If more data is to be added to the file in the same R session, the file may be left open, but to avoid
loss of data, it may be desirable to force the flushing of buffers to disk using the function sync.nc() at
critical stages of a calculation.

In our example, the NetCDF dataset is written to disk with the absolute minimum of required
attributes. However, such a dataset is not really self-describing and would not conform with any
conventions. Therefore, further attributes would need to be set. According to the CF-standard, a
variable should have at least the attributes ‘long_name’ (e.g., ‘measured air temperature’), ‘units’
(e.g., ‘degrees_celsius’), and ‘standard_name’ (e.g., ‘air_temperature’) (the latter is not needed for
the time coordinate variable). The possible values for ‘standard_name’ can be found in the CF con-
ventions document. CF also requests the indication of six global attributes, namely ‘title’, ‘history’,
‘institution’, ‘source’, ‘comment’, and ‘references’. Although not mandatory, it is recommended
that NetCDF datasets comply with the CF or any other standard, so that the contents of a file are
described unambiguously. If these rules are followed, NetCDF datasets can be explored and processed
using general-purpose software, and they can be distributed or archived without any risk that the
data in a file could become separated from its description.

Reading an existing NetCDF dataset

To show the contents of a NetCDF dataset, it must first be opened with the open.nc() function. The
print.nc() function displays an overview of the dataset on standard output, giving the dimension
definitions, variable definitions including their attributes, and the contents of the global attributes. For
the example dataset created earlier, an overview can be displayed as follows:

nc <- open.nc("foo.nc")
print.nc(nc)

The contents of a single variable can be read from a NetCDF dataset using the var.get.nc()
function. For a variable that contains a large array of data, it may be desirable to read only an array
section from the variable, which can be accomplished by specifying a start index and number of
elements for each dimension of the array, as demonstrated below. Notice that the optional start and
count arguments are vectors with one element for each dimension. Where the count argument has a
value of NA, the corresponding dimension is read in full.

mytemp <- var.get.nc(nc, "temperature", start=c(NA,2), count=c(NA,1))

The easiest way to read the contents of all variables from a NetCDF dataset is by using the function
read.nc(), which is available in RNetCDF version 1.6 or later. This function returns a list with the
variables as named elements. Although this function has no equivalent in the NetCDF C-interface,
it has been added to RNetCDF to simplify a common operation. For example, the contents of all
variables can be read from our example dataset and the ‘temperature’ variable copied to another
variable using the following commands:

nc_data <- read.nc(nc)
mytemp <- nc_data$temperature

Attributes can be read from variables that are identified by name or number, and global attributes
can be read using the special variable name ‘NC_GLOBAL’. For example, conversion of relative times
into calendar times requires the ‘units’ attribute from the ‘time’ variable, which may be read using
the att.get.nc() function:

time_units <- att.get.nc(nc, "time", "units")

The NetCDF C-library provides a comprehensive set of functions to determine the structure of a
NetCDF dataset, including the names and sizes of dimensions and variables. These functions can be
used to write programs that handle NetCDF datasets without prior knowledge of their contents. Most

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES 34

of the inquiry functions of the C-library are accessible through the RNetCDF functions file.inq.nc(),
dim.inq.nc(), var.inq.nc() and att.inq.nc(), which provide detailed information about datasets,
dimensions, variables and attributes, respectively. For example, the names of all dimensions in a
NetCDF dataset can be determined as shown below. Note that NetCDF dimensions can be referenced
by integers that are sequential from 0; the same applies to variables and attributes.

ndims <- file.inq.nc(nc)$ndims
dimnames <- character(ndims)
for(i in seq_len(ndims)) {

dimnames[i] <- dim.inq.nc(nc, i-1)$name
}

Packed variables

To reduce the space required for storage of NetCDF datasets, the CF-convention allows variables to be
stored in a packed format. The values are stored in a variable with lower precision than the original
data. For example, 32-bit floating point values are often converted to 16-bit integers, so that the file size
is approximately halved. To minimise the loss of information caused by the conversion, the original
values are shifted and scaled so that they span the range of the new data type.

The packing algorithm can be expressed as follows:

xs = (max x−min x)/(max y−min y) (1)

xo = min x− xs min y (2)

y = (x− xo)/xs, (3)

where x is the original data and y is the packed variable. The values of xo and xs are stored with
the packed variable in the standard attributes ‘add_offset’ and ‘scale_factor’, respectively. These
attributes allow the packing operation to be reversed, although the unpacked data will usually have
less precision than the original values.

Versions 1.6 or later of RNetCDF provide options to convert packed variables during reading
and writing. Functions var.get.nc() and var.put.nc() have optional arguments unpack and pack
respectively, although they have default values of FALSE to ensure compatibility with previous versions.
The newly released function read.nc also has an optional unpack argument, which has the default value
of TRUE to provide easy access to most datasets. It should be noted that the pack and unpack options
are only honoured for variables that define both of the attributes ‘add_offset’ and ‘scale_factor’.

In the example considered previously, the temperature data could be stored in a packed variable
during creation of the dataset as follows:

var.def.nc(nc,"temp_p","NC_SHORT", c("station", "time"))
att.put.nc(nc, "temp_p", "_FillValue", "NC_SHORT", -32767)

tmax <- max(mytemperature, na.rm=TRUE)
tmin <- min(mytemperature, na.rm=TRUE)
ymax <- 32766
ymin <- -32766
scale <- (tmax-tmin)/(ymax-ymin)
offset <- tmin-ymin*scale

att.put.nc(nc, "temp_p", "add_offset", "NC_DOUBLE", offset)
att.put.nc(nc, "temp_p", "scale_factor", "NC_DOUBLE", scale)
var.put.nc(nc, "temp_p", mytemperature, pack=TRUE)

Calendar functions

The two calendar functions utcal.nc() and utinvcal.nc() of the package (converting time from
arbitrary units into a UTC-referenced date and time, and vice versa) have the option to read/write date
and time directly in string form. When reading such strings, the structure must be exactly ‘YYYY-MM-DD
hh:mm:ss’.

> utcal.nc("days since 2012-01-01 00:00:00", c(0,1))

year month day hour minute second
[1,] 2012 1 1 0 0 0
[2,] 2012 1 2 0 0 0
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It is also possible to specify another timezone as the reference time, as shown in the following
example using Central European Time (CET):

> utcal.nc("days since 2012-01-01 00:00 +01:00", c(0,1))

year month day hour minute second
[1,] 2011 12 31 23 0 0
[2,] 2012 1 1 23 0 0

If a user needs to have the date and time information as a string, the type argument can be set
appropriately:

> utcal.nc("days since 2012-01-01 00:00 +01:00", c(0,1), type="s")

[1] "2011-12-31 23:00:00" "2012-01-01 00:00:00"

This functionality is intended especially for extracting axis descriptions in an efficient manner.
Formatting of the string is possible using R functions for strings. For example, substr() can be used
to extract the date or time components of the time-stamp.

Summary and outlook

RNetCDF is an R interface to the NetCDF C-library. Most of the functions provided by version 3 of
NetCDF are accessible through RNetCDF in a way that allows users to build functions easily for their
specific needs. Some higher-level features for frequently used operations are provided by RNetCDF,
such as automatic support for missing values and packed variables and the ability to read all variables
into an R list. Calendar conversion functions from Unidata’s UDUNITS library are also included in
this package to simplify the handling of time variables in NetCDF datasets.

Further information can be obtained in the RNetCDF reference manual and help pages (avail-
able from CRAN), Unidata’s documentation for NetCDF (http://www.unidata.ucar.edu/software/
netcdf/docs/) and UDUNITS (http://www.unidata.ucar.edu/software/udunits/), and the CF con-
ventions documentation site (http://cf-pcmdi.llnl.gov/documents/).

The plans for future development include an option to read and write POSIXt time variables,
which are used by many R routines, with automatic translation to and from the time format used
in NetCDF datasets. The next major update will include support for the extended data model of
NetCDF-4. However, a first analysis of the full NetCDF-4/HDF5 data model revealed that it might be
difficult to map user defined data types (e.g., 6-bit structures) in a straight-forward way in R, so an
intensive analysis of the new data model and the requirements of R users will be needed.

Readers who are interested in contributing to the development of RNetCDF are invited to contact
the authors.
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Surface Melting Curve Analysis with R
by Stefan Rödiger, Alexander Böhm and Ingolf Schimke

Abstract Nucleic acid Melting Curve Analysis is a powerful method to investigate the interaction
of double stranded nucleic acids. Many researchers rely on closed source software which is not
ubiquitously available, and gives only little control over the computation and data presentation.
R in contrast, is open source, highly adaptable and provides numerous utilities for data import,
sophisticated statistical analysis and presentation in publication quality. This article covers methods,
implemented in the MBmca package, for DNA Melting Curve Analysis on microbead surfaces.
Particularly, the use of the second derivative melting peaks is suggested as an additional parameter to
characterize the melting behavior of DNA duplexes. Examples of microbead surface Melting Curve
Analysis on fragments of human genes are presented.

Introduction

Melting Curve Analysis

Nucleic acid Melting Curve Analysis (MCA) is a central step in nucleic acid1 interaction studies,
identification of specific DNA sequences after quantitative real-time PCR, genotyping or detection of
Single Nucleotide Polymorphisms2 (SNP) both in solution and on surfaces (Ririe et al., 1997; Gundry et al.,
2003; Sekar et al., 2005; Zhou et al., 2005; Rödiger et al., 2012b). A review of the literature revealed that
there is an ongoing demand for new bioanalytical devices to perform MCAs. This includes lab-on-chip
systems or the recently published VideoScan platform (Rödiger et al., 2012b, see following section).
Some of these systems offer software solutions for MCA but often custom made software is required.
Although bioanalytical devices break new ground to meet criteria like high multiplex levels or new
detection-probe-systems the fundamental concept of MCA remains unchanged.

The MCA is a real-time monitoring of a heat-induced double stranded nucleic acid dissociation
which can be monitored by the change of the referenced mean/median fluorescence intensity (MFI)3

at a defined temperature (Figure 1).
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Figure 1: Melting curve and melting peaks of double stranded DNA. Raw data curves (re f MFI(T) —),
approximate first derivative (re f MFI‘(T) —) and second derivative (re f MFI“(T) —). Peak values:
Tm is the maximum of the first derivative. TmD2

1 and TmD2
2 are the extremes (a minimum and a

maximum) of the second derivative. dsDNA, double stranded DNA; ssDNA, single stranded DNA.

1Nucleic acids herein refer to deoxyribonucleic acids (DNA) and ribonucleic acids (RNA).
2Single Nucleotide Polymorphisms (SNP) are caused by exchanges of single nucleotides.
3In the past absorbency was the quantitative measure. New devices measure fluorescence intensities mediated

by nucleic acid-intercalating fluorophores (e. g., EvaGreen®) or fluorophore labeled DNA probes (e. g., Molecular
Beacons, Gašparic̆ et al., 2010; Rödiger et al., 2012a). The values are often reported as RFU (Relative Fluorescence
Units), MFI (Mean/Median Fluorescence Intensity) or re f MFI (Referenced Mean/Median Fluorescence Intensity).
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By definition, the melting point (Tm) is the inflection point of the melting curve. On molecular level
circa 50% of the nucleic acids are dissociated at Tm. The melting peak (Equation 1) can be determined
from the first negative derivative (Equation 2) of the melting curve. At this temperature peak the rate
of change is maximal. The Tm is highly reproducible, thus can be used as a “characteristic identity” to
distinguish nucleic acid species.

Tm = max(re f MFI′(T)) (1)

re f MFI′(T) = − d(re f MFI)
d(T)

(2)

To the best of our knowledge we are the first to suggest the peak values, designated TmD2
1

and TmD2
2 (Equation 3 and 4), of the second derivative (Equation 5) as additional measures for the

characterization of nucleic acid melting processes on microbead surfaces. They show the maximal rate
of change of re f MFI‘(T). The corresponding temperature values (abscissa) at the inflection points of
re f MFI‘(T) occur where re f MFI“(T) reaches a (local) minimum and a (local) maximum, respectively
(Figure 1). Both values offer additional quantitative measures to describe early and late phases of the
melting process. The TmD2

1 quantifies the maximal acceleration and TmD2
2 the maximal deceleration

of the dissociation process. The deceleration starts in the middle of the process, at Tm.

TmD2
1 = max(re f MFI“(T)) (3)

TmD2
2 = min(re f MFI“(T)) (4)

re f MFI“(T) = − d2(re f MFI)
d(T)2 (5)

Surface Melting Curve Analysis

In Rödiger et al. (2012b) we reported the VideoScan platform which provides a technology for various
bioanalytical applications4 with the focus on highly multiplex kinetic analysis. The VideoScan platform
consists of a fully automated fluorescence microscope, a modular software package for data acquisition
and a heating/cooling-unit (HCU)5 for micro volume (≤ 20 µL) samples. We developed temperature
controlled assays to detect and analyze nucleic acid probes on the surface of microbeads.

In brief, different thermo-tolerant microbead populations, defined by varying ratios of two impreg-
nated fluorophores, are included in the reaction. Each microbead population presents gene specific
capture probes on their surfaces (Figure 2).

Figure 2: Principles of microbead direct hybridization probe systems. A) The FRET assay uses microbead
bound capture probe (bCP) with the fluorophore- (*) and quencher-labeled (Q) detection probes (DP).
A bCP consists of different regions (e. g., bCP1, bCP2) ready to hybridize with a complementary DP. B)
The standard assay uses non-labeled bCPs which hybridize with fluorophore-labeled DPs. Inset) Both
probe systems differ in the curve shape resulting from the melting process.

4These include autoimmune cell pattern recognition, microbead-based assay for DNA and proteins. For details
see Willitzki et al. (2012) and Rödiger et al. (2012b).

5The heating/cooling-unit (HCU) is based on peltier elements and has a performance similar to conventional
thermal cyclers (e. g., iQ5 (Bio-Rad Laboratories)). For details see Rödiger et al. (2012b).
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Figure 3: Melting curve and melting peaks. The data were obtained from a MCA experiment on
microbead surfaces. Top left inset: Two DNA detection probes (Poly(dA)20, aCS), were hybridized to
a complementary microbead bound capture probe. A) While applying a temperature gradient (20 °C
to 95 °C, 1 °C per step) the change of the re f MFI is monitored. B) This probe system exhibits two
melting peaks. Analysis showed the first (positive) peak for Poly(dA)20 (~48 °C) followed by a second
(negative) peak of aCS (~74 °C).

Particularly, short 3’ or 5’ quencher/fluorophore-labeled probes were used6. The capture probes
(bCP) are complementary to detection probe (DP) in solution (Figure 2 and inset Figure 13). Signals
are mediated by temperature dependent dehybridization events between bCPs and DPs. All probe
systems described here and our related works are characterized by one or two significant melting
peaks at different temperatures and/or different signs (Figure 3). Due to different fluorophore /
quencher combinations and probe systems (e. g., direct hybridization, dual-hybridization probes) the
sign of a Tm peak value was designed to be either positive or negative (see Figure 3B). Transferred to
applications in screening processes all subsequent analysis would be reduced to the identification of
distinct Tms and their intensity of the corresponding microbead populations.

Why use R for Melting Curve Analysis?

In biomedical research many scientists rely on closed source software which gives only little control
over the computation and data presentation. Most importantly reproduction of data and calculations
from other research is limited or impossible. Just recently this was discussed in the two journals Nature
and Science (Ince et al., 2012; Morin et al., 2012). Closed software tied to limited tasks, hinders the
import of custom data and gives no control over or insight into the source code and therefore is not
ideal for research. Basically any open computing language or tool can be used to overcome these
issues. But R fulfills all requirements mentioned above. It is in an open system with numerous utilities
for data import, processing, sophisticated statistical analysis and presentation. Many R packages are
peer-reviewed and undergo an intensive testing. Most importantly R is open source and therefore
methods or results can be reproduced independently.

One implementation for MCA with R is available from the excellent qpcR package by Ritz and
Spiess (2008). The meltcurve() function provides a sophisticated method to process melting curve
data from qPCR experiments in solution. It uses automatic optimization procedures to smooth and fit
curves. This function is ideal for the identification of multiple Tms, the calculation of the peak area
and high resolution data.

6The DNA probe sequences, microbeads, probe immobilization process and experimental set up were described
in Rödiger et al. (2011, 2012b). The fluorescence dye Atto 647N and the quencher BHQ2 were used generally.
Intercalating dyes were not used since they are known to alter the melting process (Gudnason et al., 2007).
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Motivation for the MBmca package

There is an ongoing interest to understand the melting behavior of nucleic acids on surfaces. Partic-
ularly the effects of the reaction environment, e. g., the microbead surface change due to functional
groups or the density of bCP has not been investigated intensively for multiplex microbead assays.
During the development of the VideoScan platform a simple and lightweight method for automatic
screening, quality control and automatic detection of a limited number of melting peaks was needed.
This article describes the MBmca7 (Roediger, 2013) package which was developed as an approach for
statistical MCA on microbeads. The ambition of the MBmca is not to compete with the qpcR or other
R packages but rather to extend the scope of R for MCA on surfaces.

Implementation of MCA in the MBmca package

Functions and data sets of MBmca

The MBmca package includes the functions MFIerror(), mcaPeaks()8 and mcaSmoother() for data in-
spection and preprocessing and diffQ(), diffQ2() for MCA. The data sets DualHyb, DMP and MultiMelt
are raw fluorescence data measured with the VideoScan platform (Rödiger et al., 2012b) on microbead
surfaces. The data are arranged as data.frames starting in the first column with the temperature
(°C) followed by the fluorescence values (refMFI). The package has a dependency to robustbase
(Rousseeuw et al., 2013) and uses mainly standard R functions. Elementary steps, e. g., data import,
are similar to other R functions and thus used as described elsewhere (Venables et al., 2013).

Inspection of raw fluorescence data

One of the fundamental strengths of the MCA on microbead surfaces is the achievable multiplex
level. The MFIerror() function was developed for a fast multiple comparison of the temperature
dependent variance of re f MFI. MFIerror() returns an object of the class data.frame with columns
“Temperature”, “Location” (Mean, Median), “Deviation” (Standard Deviation, Median Absolute
Deviation) and “Coefficient of Variation”.

• The argument errplot (default) sets MFIerror() to plot the results. In the default setting (CV =
FALSE) the mean with the standard deviations is plotted. Using the argument rob = TRUE the
median and the median absolute deviation (MAD) are plotted instead of the mean and standard
deviation.

• If CV is true the coefficient of variation (CV) is plotted. Setting the argument RSD = TRUE shows
the relative standard deviation (RSD) in percent.

In an example the mean raw fluorescence from multiplex melting curves of twelve microbead
populations was evaluated for the probes HPRT1 and MLC−2v (MultiMelt data set). The probe
system used corresponds to Figure 2A. Ideally the variance between the twelve microbead populations
is low. MFIerror() takes the first column of MultiMelt as temperature value and columns 2 to 13 for
the probes HPRT1 and columns 14 to 25 for MLC−2v, respectively.

# Load MultiMelt data set.
data(MultiMelt)

# MFIerror for the HRPT1 data (column 2 to 13).
# The default settings of MFIerror show the the mean fluorescence and the
# standard deviation at a defined temperature.
MFIerror(MultiMelt[, 1], MultiMelt[, 2:13])

# MFIerror on the MLC-2v data (column 14 to 25).
MFIerror(MultiMelt[, 1], MultiMelt[, 14:25])

The corresponding plots are shown in Figure 4. The curves indicate that the different microbead
populations show similar melting curve shapes but differ in height. At higher temperatures the values
vary.

7MicroBead melting curve analysis.
8mcaPeaks() is a function which can be used to estimate the number and location of the approximate local

minima and maxima of melting curve data. This can be used to define a temperature range for MCA, melting curve
quality control or peak height threshold definition (see Roediger 2013).
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Figure 4: Inspection of the mean raw fluorescence from multiplex melting curves. MFIerror() with the
argument rob = FALSE was used to compare the mean and the standard deviationof the temperature
dependent fluorescence on twelve microbead populations for A) HPRT1 and B) MLC−2v.
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Figure 5: Comparison of the absolute coefficient of variation from multiplex melting curves.
MFIerror() with argument CV = TRUE was used to plot the absolute coefficient of variation for
twelve microbead populations with A) HPRT1 or B) MLC−2v.

When MFIerror() is used with the argument CV = TRUE the coefficient of variation is presented
(Figure 5). In the example all CV values are low (< 0.3) and even decrease with increasing temperatures
for both HPRT1 and MLC−2v.

We questioned how a single microbead population differs from the average of all microbead
populations. The mean output of MFIerror(), with the argument errplot = FALSE, was subtracted
by the fluorescence of HPRT1 or MLC−2v. The results were assigned to HPRT1.mean and MLC2v.mean.

# Load MultiMelt data set.
data(MultiMelt)

# Use MFIerror to calculate the mean fluorescence for HRPT1 and MLC-2v over all
# twelve microbead populations.
HPRT1.mean <- MFIerror(MultiMelt[, 1], MultiMelt[, 2:13], errplot = FALSE)
MLC2v.mean <- MFIerror(MultiMelt[, 1], MultiMelt[, 14:25], errplot = FALSE)

# Draw figures on the graphics device in a 2x6 array
par(mfrow = c(2, 6))

# Calculate the difference between the fluorescence of a single microbead population
# and the average of all twelve microbead populations. Plot the results.
for (i in 1:12) {
tmp.HPRT1 <- MultiMelt[, i + 1] - HPRT1.mean[, 2]
tmp.MLC2v <- MultiMelt[, i + 13] - MLC2v.mean[, 2]
plot(MultiMelt[, 1], tmp.HPRT1, main = paste("Pop", i, sep = ": "),

pch = 19, ylim = c(-0.28, 0.28), xlab = "T", ylab = "delta")
abline(h = 0, col = "black")
abline(v = 65, col = "blue")
points(MultiMelt[, 1], tmp.MLC2v, pch = 15, col = 2)

}
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Figure 6: Difference plot of the fluorescence values. The temperature dependent mean fluorescence of
twelve microbead populations, determined with MFIerror(), was subtracted from the fluorescence of
single population (“Pop: ”). • HPRT1, • MLC−2v, — base line, — start of the melt process.

Figure 6 shows low differences (delta) at temperatures below 65 °C due to near complete quenching.
Above this temperature (start of the DNA probe strand dissociation) the differences to the mean
fluorescence of all microbead populations grow. Apart from “Pop: 1” changes appear systematically
which indicates that the bCP/DPs have a similar melting behavior on all microbead populations.

Preprocessing of raw fluorescence data

The differentiation is the central step of the MCA. Accessible textbook information confirms that
differentiation may result in the amplification of noise. To reduce the noise, R provides numerous
possibilities to fit smooth functions and use filter functions. Such operations may alter the curve
shape considerably and thus lead to artificial results. Smooth functions available in R include the
moving average (filter(), stats), the LOWESS smoother (lowess(), stats) which applies locally-
weighted polynomial regression, fitting of a local polynomial regression (loess(), stats), Savitsky-
Golay filter (sgolayfilt(), signal; The signal Developers, 2013), cubic splines (smooth.spline(),
stats) or Friedman’s SuperSmoother (supsmu(), stats). Although smoothed data might provide the
impression of high quality data no guarantee for optimal results or that no peaks were artificially
introduced is given. A good practice is to visualize the output combined with the original data.
mcaSmoother() uses smooth.spline() and contains further helper function. mcaSmoother() should be
used if the data may contain missing values, high noise or if the temperature resolution of the melting
curve data is low (≥ 0.5 °C / step) in order to correct the problems automatically.

• Measurements from experimental systems may occasionally include missing values (NA). Func-
tion mcaSmoother() uses approx()9 to fill up NAs under the assumption that all measurements
were equidistant. The original data remain unchanged and only the NAs are substituted.

• mcaSmoother() calls smooth.spline() to smooth the curve. Different strengths can be set using
the argument df.fact (default 0.95). Internally it takes the degree of freedom value from the
spline and multiplies it with a factor between 0.6 and 1.1. Values lower than 1 result in more
strongly smoothed curves.

• If the argument bgadj is set TRUE, bg must be used to define a temperature range for a linear
background correction10. The linear trend is estimated by a robust linear regression using
lmrob(). In case criteria for a robust linear regression are violated lm() is used automatically.

• The argument Trange can be used to define a temperature range of the analysis.

• To scale the fluorescence a Min-Max normalization (Equation 6) between 0 and 1 can be used by
setting the argument minmax to TRUE. This is useful if the fluorescence values between samples
vary considerably, for example due to high background. An advantage of this normalization is
the preservation of the relationships between the values. However, on surfaces normalization

9Besides approx() (stats) further functions are available from the zoo package (Zeileis and Grothendieck,
2005, e. g., na.approx(), na.spline()) and the delftfews package (Frasca, 2012, na.fill(), na.interpolate()).
approx() was integrated since further dependencies are omitted and a linear interpolation is used.

10Some software packages include automatic linear or non-linear background correction which work not reliable
in many cases. The examples in Figure 4 use identical probe systems (direct hybridization) but different bCP/DP
combinations. In theory the melting curve shape should be very similar. Particularly values at temperatures above
80 °C vary strongly. Therefore only a simple linear background correction was implemented.
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Figure 7: Raw fluorescence values (•) versus the temperature. Smoothed curves ( f : 0.6 —, f : 0.8 — ,
f : 1 —) using mcaSmoother() with different strengths ( f ) to smooth the curves.

should be used with caution because it might lead to the false impression that all microbeads
carried equal quantities of bCP.

• The argument n uses the spline() function to increase the temperature resolution of the melting
curve data by n-times the length of the input temperature (see mcaSmoother() examples in
Roediger 2013).

re f MFInorm =
re f MFI −min(re f MFI)

max(re f MFI)−min(re f MFI)
(6)

mcaSmoother() returns an object of the class “data.frame” with the columns “x” (temperature)
and “y” (fluorescence values). These can be used to plot the preprocessed data. For example, three
arbitrary chosen strengths to smooth the curves ( f : 0.6, 0.8, 1.0) were tested. Data from the DMP data
set were used as follows:

# Load DMP data set.
data(DMP)

# Create plot with raw data.
plot(DMP[, 1], DMP[, 6], xlim = c(20, 95), xlab = "T [C]",

ylab = "refMFI", pch = 19, col = 8)

# Add minor tick marks to the abscissa.
require(Hmisc); minor.tick(nx = 20)

The function mcaSmoother() is used in a loop to smooth the curve with user defined strengths ( f ).
Wrapped into lines() it draws11 the corresponding curves directly (Figure 7). In comparison to the
original data a low filter strength ( f : 1) is sufficient.

# Define three filter strengths (highest (0.6) to lowest (1.0)) and assign them
# to df.fact. Smooth the raw data and add the results as lines to the plot.
f <- c(0.6, 0.8, 1.0)
for (i in 1:3) {
lines(mcaSmoother(DMP[, 1], DMP[, 6], df.fact = f[i]), col = i, lwd = 2)

}
# Add a legend to the plot with the filter strengths.
legend(20, 1.5, paste("f", f, sep = ": "), cex = 1.2, col = 1:3,

bty = "n", lty = 1, lwd = 4)

In the next example mcaSmoother() was used with different arguments to (i) smooth the data, (ii)
remove the background and (iii) to perform a Min-Max normalization. Data for HPRT1 (Figure 8A)
were taken from the MultiMelt data set. The plot of Figure 8B implies that it is sustainable to smooth

11A fine grained abscissa was created with minor.tick() from the Hmisc package (Harrell Jr et al., 2013) to
enhance the plot.
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Figure 8: Preprocessing of HPRT1 with mcaSmoother(). A) Raw fluorescence data of melting curves
from 12 microbead populations (“Pop: ”). B) Smoothed curves with the default settings ( f : 0.95). C)
The smoothed curves after background reduction (bg = c(41, 61), i.e., 41 °C to 61 °C) and linear
trend correction. D) Min-Max normalized curves.

the curve. Not immediately obvious, the twelve microbead populations have different final signal
intensities. This is due to the different quantities of surface bound bCPs (not shown). However, this
is easily visualized after a background correction (Figure 8C). All curves appear similar in shape
after the Min-Max normalization. This indicates that there are no substantial differences between the
microbead populations which obfuscates further MCAs (Figure 8D).

Calculation of the melting peaks

The functions diffQ() and diffQ2() are used to calculate Tm, TmD2
1 and TmD2

2 (Figure 1) and to
perform simple graphical operations (e. g., show derivatives). Basically, both functions do not require
smoothed data12 for the MCA. However, it is recommended to use mcaSmoother() as a starter function
to preprocess (e.g., moderate smoothing, missing value removal, type check) the data automatically.
First the approximate Tm, TmD2

1 and TmD2
2 are determined as the min() and/or max() from the

derivatives13 according to Equation 1, 3 and 4. This approximate peak value is the starting-point
for an accurate calculation. The function takes a defined number n (maximum 8) of the left and
the right neighbor values and fits a quadratic polynomial14. The quadratic regression lm(Y ˜ X
I(Xˆ2)) of the X (temperature) against the Y (fluorescence) range gives the coefficients. The optimal
quadratic polynomial is chosen based on the highest adjusted R-squared value (R2

adj.). In the example
of Figure 10 two left and right neighbors were required. The coefficients are used to calculate the
root of the quadratic polynomial and thus to determine Tm, TmD2

1 and TmD2
2 . An estimate of a Tm

does not neccesarily reflect a valid result. Therefore, several routines were implemented in diffQ()
and diffQ2() which try to catch cases where an experiment went wrong. This includes a test if the
data originate from noise, a test which analyses the difference between the approximate Tm and the
calculated Tm, and a tests for the goodness of fit value (R2

adj., Normalized-Root-Mean-Squared-Error
(NRMSE)) of the quadratic polynomial. The functions will give a warning message and point to
the potential error15. A good practice is to visualize the output and to control the peak heights
(Example in Section “Multiplex analysis of dual melting peaks”). A bimodal probe system (compare
Figure 3B) requires the separation of the analysis. The minimum and maximum of the approximate
first derivative have to be determined independently. Although diffQ() is a major function it has only
a simple plot function. By setting the argument plot = TRUE plots for single melting curves can be
investigated (Figure 9). diffQ() accepts further following arguments:

12The paramter rsm is avilable in both functions to double the temperature resolution. This may also reduce
noise.

13Besides the algorithm used in diffQ() there are further ways to calculate the approximate derivative in R such
as diff() (base) or functions from the fda package (Ramsay et al., 2013).

14Quadratic polynomials are a good compromise because they are easy to implement, do not tend to swing and
fit non-linear progresses sufficiently flexible.

15See example for diffQ() in Roediger (2013).
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Figure 9: By default diffQ() shows no melting peak plot. diffQ(), with the argument plot = TRUE,
can be used to show the melting peak (red dot) and fitted region from the quadratic polynomial (line)
of a single melting curve. In this example HPRT1 (left) and MLC−2v (right) from MultiMelt are used.

• fct accepts min or max as argument and is used to define whether to find a local minimum
(“negative peak”) or local maximum (“positive peak”).

• fws defines the number (n) of left and right neighbors to use for the calculation of the quadratic
polynomial.

• plot defines if a single plot of the melting peak should be created. If FALSE (default) no plot is
created.

• negderiv is used to change the sign of the derivatives. If TRUE (default) then the first negative
derivative is calculated. This argument was implemented to compare different quencher /
fluorophore combinations (compare Figure 2).

• Functions for a graphical output include peak to show the peak values and deriv to show the
first derivative with the color assigned to col. derivlimits and derivlimitsline show the
number of neighbors (n) or the region used to calculate the Tm. vertiline draws a vertical line
at the Tms (Figure 10).

# Load MultiMelt data set.
data(MultiMelt)

# Draw figures on the graphics device in two columns.
par(mfrow = c(1, 2))

# Use mcaSmoother to check and smooth the raw data for HRPT1 (2) and MLC-2v (14)
# with the default setting.
# Plot the first derivative of the two samples.
for (i in c(2, 14)) {
tmp <- mcaSmoother(MultiMelt[, 1], MultiMelt[, i])
diffQ(tmp, plot = TRUE, vertiline = TRUE)

}

For sophisticated analysis and plots it is recommended to use diffQ() as part of the procedure.
The arguments (e.g., peak, deriv) can be used when a plot already exists. diffQ2() calls instances
of diffQ() to calculate TmD2

1 and TmD2
2 . The arguments are similar to diffQ(). Both diffQ() and

diffQ2() return objects of the class list. Accessing components of lists is done as described elsewhere
(Venables et al., 2013; Roediger, 2013) either by name or by number.

Practical applications

Multiplex analysis of single melting peaks

diffQ2() was used to investigate effects of the surface capture probe density which is represented
by the maximal re f MFI value. The Tm, TmD2

1 and TmD2
2 values were determined simultaneously

on 12 microbead populations (12-plex) either for HPRT1 (compare Figure 8) or MLC−2v using data
from MultiMelt. In the following HPRT1 was used as example. The corresponding matrix was called
HPRT116.

# Load MultiMelt data set.
data(MultiMelt)

16The script for MLC−2v is similar with the exception that the indices to access the elements of the data.frame
need to be adapted accordingly.
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Figure 10: Output of diffQ() and fitted region from the quadratic polynomial (orange line) for A)
HPRT1 and B) MLC−2v of four randomly selected data from MultiMelt.

DP Tm TmD2
1 TmD2

2

MLC−2v 76.08±0.04 73.99±0.11 78.51±0.13
HPRT1 77.85±0.08 75.39±0.20 80.31±0.14

Table 1: Results of Tm, TmD2
1 and TmD2

2 quantification for MLC−2v and HPRT1.

# Create an empty matrix ("HRPT1") for the diffQ2 results (e.g., Tm).
HPRT1 <- matrix(NA, 12, 4, dimnames = list(colnames(MultiMelt[, 2:13]),

c("Fluo", "Tm", "Tm1D2", "Tm2D2")))

# Use mcaSmoother to check and smooth the raw data. Apply diffQ2 to the smoothed data,
# calculate the values for the extreme (minimum) and assign the results to "HRPT1".
for (i in 2:13) {
tmp <- mcaSmoother(MultiMelt[, 1], MultiMelt[, i])
tmpTM <- diffQ2(tmp, fct = min, verbose = TRUE)
HPRT1[i-1, 1] <- max(tmp[["y.sp"]])
HPRT1[i-1, 2] <- as.numeric(tmpTM[["TmD1"]][["Tm"]]) # Tm
HPRT1[i-1, 3] <- as.numeric(tmpTM[["xTm1.2.D2"]][1]) # Tm1D2
HPRT1[i-1, 4] <- as.numeric(tmpTM[["xTm1.2.D2"]][2]) # Tm2D2

}

The surface capture density was determined by max(tmp[["y.sp"]]). Subsequently the data from the
matrices HPRT1 and MLC2v were plotted (Figure 11).

# Plot the Tm, Tm1D2 and Tm2D2 form the matrix "HRPT1" versus the surface capture
# probe density ("Fluo").
plot(HPRT1[, 1], HPRT1[, 2], xlab = "refMFI", ylab = "T [C]", main = "HPRT1",

xlim = c(2.1, 2.55), ylim = c(72, 82), pch = 19, col = 1:12, cex = 1.8)

# Add minor tick marks to the abscissa.
require(Hmisc); minor.tick(ny = 10)
points(HPRT1[, 1], HPRT1[, 3], pch = 15)
points(HPRT1[, 1], HPRT1[, 4], pch = 15)

# Add trend lines (lm()) for the peak values.
abline(lm(HPRT1[, 2] ~ HPRT1[, 1])) # Tm
abline(lm(HPRT1[, 3] ~ HPRT1[, 1])) # Tm1D2
abline(lm(HPRT1[, 4] ~ HPRT1[, 1])) # Tm2D2

The melting temperature of MLC−2v was 76.08±0.04 °C and 77.85±0.08 °C for HPRT1 on all
microbead populations (Table 1). This indicates that the surface capture probe density did not decrease
or increase the Tm within the given range. TmD2

1 and TmD2
2 showed a symmetrical pattern with a low

variance and therefore support that the start and end of the melting process are similar between the
microbead populations. We suggest that the later peak values can be used as an additional means to
describe the melting process in more detail.
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Figure 11: The peak values as function of capture probe density (sorted re f MFI). Each colored dot
represents the Tm and black squares the TmD2

1 and TmD2
2 of HPRT1 or MLC−2v on one microbead

population.

Multiplex analysis of dual melting peaks

The bCPs were hybridized with DPs (compare Figure 3) in order to generate bimodal melting peak
patterns17. Due to the base composition Poly(dA)20 DPs were expected to melt at lower temperatures
than the DPs aCS and MLC−2v. First the temperature and selected probes fluorescence values from
the DMP data set were arranged in the data frame data.tmp and an empty plot was created.

# Load DMP data set.
data(DMP)

# Use the temperature (column 1) and fluorescence (column 3, 5, 6), assign them to
# a temporary data frame and add the sample names.
data.tmp <- data.frame(DMP[, 1], DMP[, 3], DMP[, 5], DMP[, 6])
names(data.tmp) <- c("T [C]", "Poly(dA)20 & MLC-2v",

"Poly(dA)20 & aCS", "Poly(dA)20")

# Create a plot with the selected raw data.
plot(NA, NA, xlim = c(20, 95), ylim = c(-0.6, 0.6), xlab = "T [C]",

ylab = "-d(refMFI) / d(T)", main = "", pch = 19, col = 1:12, cex = 1.8)

# Add minor tick marks to the abscissa.
require(Hmisc); minor.tick(nx = 10)

Thereafter, the data were preprocessed with mcaSmoother() in a loop. The arguments bg = c(20,35)
and bgadj were used to adjust the background signal. This causes mcaSmoother() to use the subset of
the data between 20 °C and 35 °C for the linear regression and background correction. To determine
the Tm of the first probe (positive sign) and the second (negative sign) probe diffQ() was used with
min and max for argument fct, respectively. In the loop the corresponding Tm values were assigned to
the matrix RES and the melting curve is drawn. In addition to the lines the Tms were added (Figure 12).

# Create an empty matrix ("RES") for the results of the peak values (Tm) and peak
# heights (F).
RES <- matrix(NA, 3, 4, dimnames = list(colnames(data.tmp[, 2:4]),

c("F 1", "Tm 1", "F 2", "Tm 2")))

# Use mcaSmoother to preprocess the raw data.
# Use a background correction (20-35 degree Celsius).
# Apply the smoothed data to diffQ, calculate the peak values for the extremes
# (minimum and maximum) and assign the results to the matrix "RES".
# Plot the smoothed data with the peak values and peak heights.
for (i in c(1:3)) {
tmp <- mcaSmoother(data.tmp[, 1], data.tmp[, i + 1], bgadj = TRUE, bg = c(20, 35))
lines(data.frame(diffQ(tmp, verbose = TRUE)["xy"]), col = i)
RES[i, 1] <- round(diffQ(tmp, fct = max)[[2]], 2) #fluoTm
RES[i, 2] <- round(diffQ(tmp, fct = max)[[1]], 2) #Tm

17See Rödiger et al. (2012b) for further details of the probe system.
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DP/bCP F1 Tm1 DP/bCP F2 Tm2

Poly(dA)20 0.59 49.6 MLC−2v −0.57 74.7
− 0.02 91.7 Poly(dA)20 −0.08 49.7
Poly(dA)20 0.20 47.9 aCS −0.15 73.9

Table 2: Tm and peak values (F1, F2) of the derivatives of bimodal melting curves. The de-
tection probe and microbead bound capture probe pairs (DP/bCP) of Poly(dA)20/Poly(dT)20,
MLC−2v/MLC−2v− cap and aCS/aCS− cap were analyzed simultaneously.
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Figure 12: Melting peak pattern of Poly(dA)20, MLC−2v and aCS. Note: The sign of Poly(dA)20 (—)
is negative because the FRET assays was used (see Figure 2 and Rödiger et al. 2012b for details).

RES[i, 3] <- round(diffQ(tmp, fct = min)[[2]], 2) #fluoTm
RES[i, 4] <- round(diffQ(tmp, fct = min)[[1]], 2) #Tm

}
legend(20, 0.6, names(data.tmp[, 2:4]), lty = 1, bty = "n", col = 1:3)
points(RES[, 2], RES[, 1], pch = 19, col = 4, cex = 2)
points(RES[, 4], RES[, 3], pch = 19, col = 1, cex = 2)

Figure 12 shows that Poly(dA)20 melts as single sharp peak at circa 48 °C. The detection probes
aCS and MLC−2v had a single peak at a higher Tm of circa 74 °C. Both, the number and the separation
of the peaks were consistent to the estimated theoretical temperatures18 (not shown). The results of the
matrix RES are shown in Table 2. The Tm of Poly(dA)20 alone and Poly(dA)20 combined with another
detection probe differed slightly. This is presumably due to different capture immobilization strategies
and/or bCP/DP interactions (unpublished data).

Multiplex SNP detection

SNPs are important diagnostic markers for example in cardiac diseases (Villard et al., 2005; Muthumala
et al., 2008). SNPs alter thermodynamic properties of dsDNA and thus the Tm. In proof-of-principle ex-
periments melting curves were obtained from sequences of human VIM with a single base exchange19.
We used the previously reported (Rödiger et al., 2012b) dual-hybridization probe on microbeads to
analyze the Tm shift (inset Figure 13).

The temperature resolution was 0.5 °C per step. The DualHyb data were preprocessed with
mcaSmoother() in a loop. The Tm and intensity ( f luoTm) were stored in the matrix RES.

# Load DualHyb data set.
data(DualHyb)

# Create an empty matrix ("RES") for the results of the peak values (TmD1)

18The open source tool PerlPrimer by Marshall (2007) was used to estimate the theoretical temperatures.
19Cytosine (C) was exchanged to thymine (T) at position 41 of a 60 bp VIM oligonucleotide (see inset of

Figure 13).
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Figure 13: Proof-of-principle SNP detection with dual-hybridization assays on microbead surfaces.
The melting temperature of the artificial mutated VIM (—) (C→ T) is lower compared to the native
VIM (—). MLC−2v (—) was used as reference for inter-assay variance. In the negative control
SERCA2 (—) no significant Tm was detected.

# and calculated peak heights (fluoTm).
RES <- matrix(NA, 4, 2, dimnames = list(colnames(DualHyb[, 2:5]),

c("fluoTm", "TmD1")))

# Use mcaSmoother to check and smooth the raw data.
# Apply diffQ to the smoothed data, calculate the peak values for the extreme
# (minimum) and assign the results to the matrix "RES".
for (i in c(1:4)) {
tmp <- mcaSmoother(DualHyb[, 1], DualHyb[, i + 1])
RES[i, 1] <- round(diffQ(tmp, fct = min)[[2]], 2) # fluoTm
RES[i, 2] <- round(diffQ(tmp, fct = min)[[1]], 2) # Tm

}

Calling RES gives the following output:

# Call RES to show the peak values and peak heights.
RES

fluoTm TmD1
MLC2v -0.48 76.62
SERCA2 -0.04 62.87
VIM.w.Mutation -0.33 71.67
VIM.wo.Mutation -0.32 73.29

The algorithm calculated for the muted VIM a Tm of 71.67 °C which is 1.62 °C lower than the native
VIM (Figure 13). This is in agreement with expected behavior. The negative control (unspecific bCP for
SERCA2) had a Tm of 62.87 °C. But looking at the intensity showed that SERCA2 is very low (−0.04).
For screening purposes a simple cut-off would exclude this sample. The reference MLC−2v had a Tm
of 76.62 °C. Thus the method can be applied to identify SNPs. High multiplex level was achieved by
using different capture probe microbead combinations. In this example a low temperature resolution
of 0.5 °C per step was used. However, since lower heating rates are positively correlated with a
higher resolution for SNP analysis generally higher resolutions are recommended. The temperature
resolution of the raw data can be analyzed with diffQ(...,verbose = TRUE)[["temperature"]].

Summary and discussion

Experimental hardware platforms often require the development of adapted software, in particular
in cases where the hardware affects the signal (e. g., photo bleaching). R is an optimal tool for such
scenarios. Within this article we proposed the MBmca package for MCA on microbead surfaces. The
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functions of the package were used for different detection-probe-systems, including direct hybridiza-
tion of DNA dulexes or dual-hybridization probes for SNP detection. The capture-probe-systems
produce unique melting profiles which allowed simple and rapid discrimination of different DNA
sequences in one sample. The functions are useful to preprocess and inspect the data and to determine
melting temperatures of immobilized DNA fragments. While used in this study for identification and
quantification of biomolecules attached to microbeads it is applicable for MCA in solution too (not
shown).

It was assumed that a quadratic polynomial at the approximate melting peaks can be used to
calculate an accurate Tm. One drawback is that the local quadratic polynomial use a predefined
number (n = 1, . . . , 8) of left and right approximate melting peaks neighbors. From experience this
approach proved to be reliable for the temperature resolution of 0.5−−1 °C per step as used in the
present and the study of Rödiger et al. (2012b). Preliminary tests in solution using the LightCycler 2.0
(Roche) with high resolution (≥ 0.1 °C per step) suggest that the method works too (not shown). This
implementation is designed to meet the needs of a certain experimental setup and therefore may
require evaluation prior to use in new applications. Besides Tm TmD2

1 and TmD2
2 were proposed as

additional values to describe early and late phases of the melting process on surfaces. Particularly, in
investigations on the impact of the capture probe immobilization strategy or capture probe surface
density these values might be useful. Methods to determine the area under the curve (AUC) were not
taken into consideration due to the fact that photobleaching and quenching effects play an unknown
role and are still an ongoing matter of debate in the literature. In practical terms it is recommended
to implement functions from the MBmca package in an R GUI (see Valero-Mora and Ledesma 2012),
e. g., RKWard20 (Rödiger et al., 2012a). GUIs provide more intuitive means to perform multiplex
high-throughput analysis with visual feedback and enrichment with additional information like
goodness of fit or peak heights.
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Performance Attribution for Equity
Portfolios
by Yang Lu and David Kane

Abstract The pa package provides tools for conducting performance attribution for long-only, single
currency equity portfolios. The package uses two methods: the Brinson-Hood-Beebower model
(hereafter referred to as the Brinson model) and a regression-based analysis. The Brinson model takes
an ANOVA-type approach and decomposes the active return of any portfolio into asset allocation,
stock selection, and interaction effect. The regression-based analysis utilizes estimated coefficients,
based on a regression model, to attribute active return to different factors.

Introduction

Almost all portfolio managers measure performance with reference to a benchmark. The difference in
return between a portfolio and the benchmark is its active return. Performance attribution decomposes
the active return. The two most common approaches are the Brinson model (Brinson et al., 1986) and a
regression-based analysis (Grinold, 2006).

Portfolio managers use different variations of the two models to assess the performance of their
portfolios. Managers of fixed income portfolios include yield-curve movements in the model (Lord,
1997) while equity managers who focus on the effect of currency movements use variations of the
Brinson model to incorporate “local risk premium” (Singer and Karnosky, 1995). In contrast, in this
paper we focus on attribution models for long-only equity portfolios without considering any currency
effect.1

The pa package provides tools for conducting both methods for long-only, single currency equity
portfolios.2 The Brinson model takes an ANOVA-type approach and decomposes the active return
of any portfolio into asset allocation, stock selection, and interaction effects. The regression-based
analysis utilizes estimated coefficients from a linear model to estimate the contributions from different
factors.

Data

We demonstrate the use of the pa package with a series of examples based on data from MSCI Barra’s
Global Equity Model II (GEM2).3 The original data set contains selected attributes such as industry,
size, country, and various style factors for a universe of approximately 48,000 securities on a monthly
basis. For illustrative purposes, this article uses three modified versions of the original data set (year,
quarter, and jan), each containing 3000 securities. The data frame, quarter, is a subset of year,
containing the data of the first quarter. The data frame, jan, is a subset of quarter with the data from
January, 2010.

> data(year)
> names(year)
[1] "barrid" "name" "return" "date" "sector" "momentum"
[7] "value" "size" "growth" "cap.usd" "yield" "country"
[13] "currency" "portfolio" "benchmark"

See ?year for information on the different variables. The top 200 securities, based on value scores,
in January are selected as portfolio holdings and are held through December 2010 with monthly
rebalances to maintain equal-weighting. The benchmark for this portfolio is defined as the largest
1000 securities based on size each month. The benchmark is cap-weighted.

Here is a sample of rows and columns from the data frame year:

1See Morningstar Inc (2009) for a comprehensive discussion of conventional attribution methods.
2There are several R packages which provide related functionality: portfolio (Enos and Kane, 2006) enables

users to analyze and implement equity portfolios; PerformanceAnalytics (Carl and Peterson, 2013) provides a
collection of econometric functions for performance and risk analysis; the Rmetrics suite contains a collection
of functions for computational finance (Rmetrics Association, 2013). Although PerformanceAnalytics and the
Rmetrics suite provide a variety of tools, they do not provide for the attribution of returns using the Brinson Model.

3See www.msci.com and Menchero et al. (2008) for more information.
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name return date sector size
44557 BLUE STAR OPPORTUNITIES CORP 0.00000 2010-01-01 Energy 0.00
25345 SEADRILL -0.07905 2010-01-01 Energy -0.27
264017 BUXLY PAINTS (PKR10) -0.01754 2010-05-01 Materials 0.00
380927 CDN IMPERIAL BK OF COMMERCE 0.02613 2010-08-01 Financials 0.52
388340 CDN IMPERIAL BK OF COMMERCE -0.00079 2010-11-01 Financials 0.55

country portfolio benchmark
44557 USA 0.000 0.000000
25345 NOR 0.000 0.000427
264017 PAK 0.005 0.000000
380927 CAN 0.005 0.000012
388340 CAN 0.005 0.000012

The portfolio has 200 equal-weighted holdings each month. The row for Canadian Imperial Bank
of Commerce indicates that it is one of the 200 portfolio holdings with a weight of 0.5% in 2010. Its
return was 2.61% in August, and close to flat in November.

Brinson model

Consider an equity portfolio manager who uses the S&P 500 as the benchmark. In a given month, she
outperformed the S&P by 3%. Part of that performance was due to the fact that she allocated more
weight of the portfolio to certain sectors that performed well. Call this the allocation effect. Part of her
outperformance was due to the fact that some of the stocks she selected did better than their sector
as a whole. Call this the selection effect. The residual can then be attributed to an interaction between
allocation and selection – the interaction effect. The Brinson model provides mathematical definitions
for these terms and methods for calculating them.

The example above uses sector as the classification scheme when calculating the allocation effect.
But the same approach can work with any other variable which places each security into one, and
only one, discrete category: country, industry, and so on. In fact, a similar approach can work
with continuous variables that are split into discrete ranges: the highest quintile of market cap, the
second highest quintile and so forth. For generality, we will use the term “category” to describe any
classification scheme which places each security in one, and only one, category.

Notations:

• wB
i is the weight of security i in the benchmark.

• wP
i is the weight of security i in the portfolio.

• WB
j is the weight of category j in the benchmark. WB

j = ∑ wB
i , i ∈ j.

• WP
j is the weight of a category j in the portfolio. WP

j = ∑ wP
i , i ∈ j.

• The sum of the weight wB
i , wP

i , WB
j , and WP

j is 1, respectively.

• ri is the return of security i.
• RB

j is the return of a category j in the benchmark. RB
j = ∑ wB

i ri, i ∈ j.

• RP
j is the return of a category j in the portfolio. RP

j = ∑ wP
i ri, i ∈ j.

The return of a portfolio, RP, can be calculated in two ways:

• On an individual security level by summing over n stocks: RP =
n
∑

i=1
wP

i ri.

• On a category level by summing over N categories: RP =
N
∑

j=1
WP

j RP
j .

Similar definitions apply to the return of the benchmark, RB,

RB =
n
∑

i=1
wB

i ri =
N
∑

j=1
WB

j RB
j .

Active return of a portfolio, Ractive, is a performance measure of a portfolio relative to its benchmark.
The two conventional measures of active return are arithmetic and geometric. The pa package
implements the arithmetic measure of the active return for a single-period Brinson model because an
arithmetic difference is more intuitive than a ratio over a single period.

The arithmetic active return of a portfolio, Ractive, is the portfolio return RP less the benchmark
return RB:
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Ractive = RP − RB.

Since the category weights of the portfolio are generally different from those of the benchmark,
allocation plays a role in the active return, Ractive. The same applies to stock selection effects. Within a
given category, the portfolio and the benchmark will rarely have exactly the same holdings. Allocation
effect Rallocation and selection effect Rselection over N categories are defined as:

Rallocation =
N
∑

j=1

(
WP

j −WB
j

)
RB

j ,

and

Rselection =
N
∑

j=1
WB

j

(
RP

j − RB
j

)
.

The intuition behind the allocation effect is that a portfolio would produce different returns with
different allocation schemes (WP

j vs. WB
j ) while having the same stock selection and thus the same

return (RB
j ) for each category. The difference between the two returns, caused by the allocation scheme,

is called the allocation effect (Rallocation). Similarly, two different returns can be produced when two
portfolios have the same allocation (WB

j ) yet dissimilar returns due to differences in stock selection

within each category (Rp
j vs. RB

j ). This difference is the selection effect (Rselection).

Interaction effect (Rinteraction) is the result of subtracting return due to allocation Rallocation and
return due to selection Rselection from the active return Ractive:

Rinteraction = Ractive − Rallocation − Rselection.

The Brinson model allows portfolio managers to analyze the active return of a portfolio using any
attribute of a security, such as country or sector. Unfortunately, it is very hard to expand the analysis
beyond two categories. As the number of categories increases, the number of terms to be included in
the Brinson model grows exponentially; this procedure is thus subject to the curse of dimensionality.
To some extent, the regression-based model detailed later ameliorates this problem.

Brinson tools

Brinson analysis is run by calling the function brinson to produce an object of class “brinson”.

> data(jan)
> br.single <- brinson(x = jan, date.var = "date", cat.var = "sector",
+ bench.weight = "benchmark", portfolio.weight = "portfolio",
+ ret.var = "return")

The data frame, jan, contains all the information necessary to conduct a single-period Brinson
analysis. date.var, cat.var, and return identify the columns containing the date, the factor to be
analyzed, and the return variable, respectively. bench.weight and portfolio.weight specify the name
of the benchmark weight column and that of the portfolio weight column in the data frame.

Calling summary on the resulting object br.single of class “brinson” reports essential information
about the input portfolio (including the number of securities in the portfolio and the benchmark as
well as sector exposures) and the results of the Brinson analysis (both by sector and aggregate).

> summary(br.single)
Period: 2010-01-01
Methodology: Brinson
Securities in the portfolio: 200
Securities in the benchmark: 1000

Exposures
Portfolio Benchmark Diff

Energy 0.085 0.2782 -0.19319
Materials 0.070 0.0277 0.04230
Industrials 0.045 0.0330 0.01201
ConDiscre 0.050 0.0188 0.03124
ConStaples 0.030 0.0148 0.01518
HealthCare 0.015 0.0608 -0.04576

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES 56

Financials 0.370 0.2979 0.07215
InfoTech 0.005 0.0129 -0.00787
TeleSvcs 0.300 0.1921 0.10792
Utilities 0.030 0.0640 -0.03399

Returns
$'Attribution by category in bps'

Allocation Selection Interaction
Energy 110.934 -37.52 26.059
Materials -41.534 0.48 0.734
Industrials 0.361 1.30 0.473
ConDiscre -28.688 -4.23 -7.044
ConStaples 5.467 -3.59 -3.673
HealthCare -6.692 -4.07 3.063
Financials -43.998 70.13 16.988
InfoTech -3.255 -5.32 3.255
TeleSvcs -23.106 41.55 23.348
Utilities 16.544 83.03 -44.108
Total -13.966 141.77 19.095

$Aggregate
2010-01-01

Allocation Effect -0.00140
Selection Effect 0.01418
Interaction Effect 0.00191
Active Return 0.01469

The br.single summary shows that the active return of the portfolio, in January, 2010 was 1.47%.
This return can be decomposed into allocation effect (-0.14%), selection effect (1.42%), and interaction
effect (0.19%).

> plot(br.single, var = "sector", type = "return")

Return −− Portfolio vs. Benchmark
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Type
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Figure 1: Sector Return.

Figure 1 is a visual representation of the return of both the portfolio and the benchmark sector by
sector in January, 2010. Utilities was the sector with the highest active return in the portfolio.

To obtain Brinson attribution on a multi-period data set, one calculates allocation, selection and
interaction within each period and aggregates them across time. There are three methods for this
– arithmetic, geometric, and optimized linking (Menchero, 2000). The arithmetic attribution model
calculates active return and contributions due to allocation, selection, and interaction in each period
and sums them over multiple periods.

In practice, analyzing a single-period portfolio is meaningless as portfolio managers and their
clients are more interested in the performance of a portfolio over multiple periods. To apply the
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Brinson model over time, we can use the function brinson and input a multi-period data set (for
instance, quarter) as shown below.

> data(quarter)
> br.multi <- brinson(quarter, date.var = "date", cat.var = "sector",
+ bench.weight = "benchmark", portfolio.weight = "portfolio",
+ ret.var = "return")

The object br.multi of class "brinsonMulti" is an example of a multi-period Brinson analysis.

> exposure(br.multi, var = "size")
$Portfolio

2010-01-01 2010-02-01 2010-03-01
Low 0.140 0.140 0.155
2 0.050 0.070 0.045
3 0.175 0.145 0.155
4 0.235 0.245 0.240
High 0.400 0.400 0.405

$Benchmark
2010-01-01 2010-02-01 2010-03-01

Low 0.0681 0.0568 0.0628
2 0.0122 0.0225 0.0170
3 0.1260 0.1375 0.1140
4 0.2520 0.2457 0.2506
High 0.5417 0.5374 0.5557

$Diff
2010-01-01 2010-02-01 2010-03-01

Low 0.0719 0.083157 0.0922
2 0.0378 0.047456 0.0280
3 0.0490 0.007490 0.0410
4 -0.0170 -0.000719 -0.0106
High -0.1417 -0.137385 -0.1507

The exposure method on the br.multi object shows the exposure of the portfolio and the bench-
mark, and their difference based on a user-specified variable. Here, it shows the exposure on size. We
can see that the portfolio overweights the benchmark in the lowest quintile in size and underweights
in the highest quintile.

> returns(br.multi, type = "arithmetic")
$Raw

2010-01-01 2010-02-01 2010-03-01
Allocation -0.0014 0.0062 0.0047
Selection 0.0142 0.0173 -0.0154
Interaction 0.0019 -0.0072 -0.0089
Active Return 0.0147 0.0163 -0.0196

$Aggregate
2010-01-01, 2010-03-01

Allocation 0.0095
Selection 0.0160
Interaction -0.0142
Active Return 0.0114

The returns method shows the results of the Brinson analysis applied to the data from January,
2010 through March, 2010. The first portion of the returns output shows the Brinson attribution in
individual periods. The second portion shows the aggregate attribution results. The portfolio formed
by top 200 value securities in January had an active return of 1.14% over the first quarter of 2010.
The allocation and the selection effects contributed 0.95% and 1.6% respectively; the interaction effect
decreased returns by 1.42%.

Regression

One advantage of a regression-based approach is that such analysis allows one to define their own
attribution model by easily incorporating multiple variables in the regression formula. These variables
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can be either discrete or continuous.

Suppose a portfolio manager wants to find out how much each of the value, growth, and mo-
mentum scores of her holdings contributes to the overall performance of the portfolio. Consider the
following linear regression without the intercept term based on a single-period portfolio of n securities
with k different variables:

rn = Xn,kfk + un

where

• rn is a column vector of length n. Each element in rn represents the return of a security in the
portfolio.

• Xn,k is an n by k matrix. Each row represents k attributes of a security. There are n securities in
the portfolio.

• fk is a column vector of length k. The elements are the estimated coefficients from the regression.
Each element represents the factor return of an attribute.

• un is a column vector of length n with residuals from the regression.

In the case of this portfolio manager, suppose that she only has three holdings in her portfolio. r3
is thus a 3 by 1 matrix with returns of all her three holdings. The matrix X3,3 records the score for each
of the three factors (value, growth, and momentum) in each row. f3 contains the estimated coefficients
of a regression r3 on X3,3.

The active exposure of each of the k variables, Xi, i ∈ k, is expressed as

Xi = wactive′xn,i,

where Xi is the value representing the active exposure of the attribute i in the portfolio, wactive is a
column vector of length n containing the active weight of every security in the portfolio, and xn,i is a
column vector of length n with attribute i for all securities in the portfolio. Active weight of a security
is defined as the difference between the portfolio weight of the security and its benchmark weight.

Using the example mentioned above, the active exposure of the attribute value, Xvalue is the
product of wactive′ (containing active weight of each of the three holdings) and x3 (containing value
scores of the three holdings).

The contribution of a variable i, Ri, is thus the product of the factor returns for the variable i, fi
and the active exposure of the variable i, Xi. That is,

Ri = fiXi.

Continuing the example, the contribution of value is the product of fvalue (the estimated coefficient for
value from the linear regression) and Xvalue (the active exposure of value as shown above).

Therefore, the active return of the portfolio Ractive is the sum of contributions of all k variables and
the residual u (a.k.a. the interaction effect),

Ractive =
k
∑

i=1
Ri + u.

For instance, a hypothetical portfolio has three holdings (A, B, and C), each of which has two
attributes – size and value.

Return Name Size Value Active_Weight
1 0.3 A 1.2 3.0 0.5
2 0.4 B 2.0 2.0 0.1
3 0.5 C 0.8 1.5 -0.6

Following the procedure as mentioned, the factor returns for size and value are -0.0313 and -0.1250.
The active exposure of size is 0.32 and that of value is 0.80. The active return of the portfolio is -11%
which can be decomposed into the contribution of size and that of value based on the regression
model. Size contributes 1% of the negative active return of the portfolio and value causes the portfolio
to lose the other 10.0%.

Regression tools

The pa package provides tools to analyze both single-period and multi-period data frames.
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> rb.single <- regress(jan, date.var = "date", ret.var = "return",
+ reg.var = c("sector", "growth", "size"),
+ benchmark.weight = "benchmark", portfolio.weight = "portfolio")

reg.var specifies the columns containing variables whose contributions are to be analyzed. Each
of the reg.var input variables corresponds to a particular column in Xn,k from the aforementioned
regression model. ret.var specifies the column in the data frame jan based on which rn in the
regression model is formed.

> exposure(rb.single, var = "growth")
Portfolio Benchmark Diff

Low 0.305 0.2032 0.1018
2 0.395 0.4225 -0.0275
3 0.095 0.1297 -0.0347
4 0.075 0.1664 -0.0914
High 0.130 0.0783 0.0517

Calling exposure with a specified var yields information on the exposure of both the portfolio and
the benchmark by that variable. If var is a continuous variable, for instance, growth, the exposure
will be shown in 5 quantiles. Majority of the high value securities in the portfolio in January have
relatively low growth scores.

> summary(rb.single)
Period: 2010-01-01
Methodology: Regression
Securities in the portfolio: 200
Securities in the benchmark: 1000

Returns
2010-01-01

sector 0.003189
growth 0.000504
size 0.002905
Residual 0.008092
Portfolio Return -0.029064
Benchmark Return -0.043753
Active Return 0.014689

The summary method shows the number of securities in the portfolio and the benchmark, and
the contribution of each input variable according to the regression-based analysis. In this case, the
portfolio made a loss of 2.91% and the benchmark lost 4.38%. Therefore, the portfolio outperformed
the benchmark by 1.47%. sector, growth, and size contributed 0.32%, 0.05%, and 0.29%, respectively.

Regression-based analysis can be applied to a multi-period data frame by calling the same method
regress. By typing the name of the object rb.multi directly, a short summary of the analysis is
provided, showing the starting and ending period of the analysis, the methodology, and the average
number of securities in both the portfolio and the benchmark.

> rb.multi <- regress(year, date.var = "date", ret.var = "return",
+ reg.var = c("sector", "growth", "size"),
+ benchmark.weight = "benchmark", portfolio.weight = "portfolio")
> rb.multi
Period starts: 2010-01-01
Period ends: 2010-12-01
Methodology: Regression
Securities in the portfolio: 200
Securities in the benchmark: 1000

The regression-based summary shows that the contribution of each input variable in addition to
the basic information on the portfolio. The summary suggests that the active return of the portfolio in
year 2010 is 10.1%. The Residual number indicates the contribution of the interaction among various
variables including sector, growth, and size. Based on the regression model, size contributed to the
lion’s share of the active return.

> summary(rb.multi)
Period starts: 2010-01-01
Period ends: 2010-12-01
Methodology: Regression
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Avg securities in the portfolio: 200
Avg securities in the benchmark: 1000

Returns
$Raw

2010-01-01 2010-02-01 2010-03-01
sector 0.0032 0.0031 0.0002
growth 0.0005 0.0009 -0.0001
size 0.0029 0.0295 0.0105
Residual 0.0081 -0.0172 -0.0302
Portfolio Return -0.0291 0.0192 0.0298
Benchmark Return -0.0438 0.0029 0.0494
Active Return 0.0147 0.0163 -0.0196

2010-04-01 2010-05-01 2010-06-01
sector 0.0016 0.0039 0.0070
growth 0.0001 0.0002 0.0004
size 0.0135 0.0037 0.0018
Residual -0.0040 0.0310 0.0183
Portfolio Return -0.0080 -0.0381 0.0010
Benchmark Return -0.0192 -0.0769 -0.0266
Active Return 0.0113 0.0388 0.0276

2010-07-01 2010-08-01 2010-09-01
sector 0.0016 0.0047 -0.0022
growth -0.0005 0.0005 -0.0006
size 0.0064 0.0000 0.0096
Residual -0.0324 0.0173 -0.0220
Portfolio Return 0.0515 -0.0119 0.0393
Benchmark Return 0.0764 -0.0344 0.0545
Active Return -0.0249 0.0225 -0.0152

2010-10-01 2010-11-01 2010-12-01
sector 0.0015 -0.0044 -0.0082
growth -0.0010 -0.0004 0.0010
size 0.0022 0.0130 0.0056
Residual 0.0137 0.0175 -0.0247
Portfolio Return 0.0414 -0.0036 0.0260
Benchmark Return 0.0249 -0.0293 0.0523
Active Return 0.0165 0.0257 -0.0263

$Aggregate
2010-01-01, 2010-12-01

sector 0.0120
growth 0.0011
size 0.1030
Residual -0.0269
Portfolio Return 0.1191
Benchmark Return 0.0176
Active Return 0.1015

Figure 2 displays both the cumulative portfolio and benchmark returns from January, 2010 through
December, 2010. It suggests that the portfolio, consisted of high value securities in January, consistently
outperformed the benchmark in 2010. Outperformance in May and June helped the overall positive
active return in 2010 to a large extent.

> plot(rb.multi, var = "sector", type = "return")

Conclusion

In this paper, we describe two widely-used methods for performance attribution – the Brinson model
and the regression-based approach, and provide a simple collection of tools to implement these two
methods in R with the pa package. A comprehensive package, portfolio (Enos and Kane, 2006),
provides facilities to calculate exposures and returns for equity portfolios. It is possible to use the pa
package based on the output from the portfolio package. Further, the flexibility of R itself allows users
to extend and modify these packages to suit their own needs and/or execute their preferred attribution
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Figure 2: Performance Attribution.

methodology. Before reaching that level of complexity, however, pa provides a good starting point for
basic performance attribution.
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ExactCIdiff: An R Package for Computing
Exact Confidence Intervals for the
Difference of Two Proportions
by Guogen Shan and Weizhen Wang

Abstract Comparing two proportions through the difference is a basic problem in statistics and has
applications in many fields. More than twenty confidence intervals (Newcombe, 1998a,b) have been
proposed. Most of them are approximate intervals with an asymptotic infimum coverage probability
much less than the nominal level. In addition, large sample may be costly in practice. So exact
optimal confidence intervals become critical for drawing valid statistical inference with accuracy and
precision. Recently, Wang (2010, 2012) derived the exact smallest (optimal) one-sided 1− α confidence
intervals for the difference of two paired or independent proportions. His intervals, however, are
computer-intensive by nature. In this article, we provide an R package ExactCIdiff to implement the
intervals when the sample size is not large. This would be the first available package in R to calculate
the exact confidence intervals for the difference of proportions. Exact two-sided 1− α interval can be
easily obtained by taking the intersection of the lower and upper one-sided 1− α/2 intervals. Readers
may jump to Examples 1 and 2 to obtain these intervals.

Introduction

The comparison of two proportions through the difference is one of the basic statistical problems. One-
sided confidence intervals are of interest if the goal of a study is to show superiority (or inferiority),
e.g., that a treatment is better than the control. If both limits are of interest, then two-sided intervals
are needed.

In practice, most available intervals, see Newcombe (1998a,b), are approximate ones, i.e., the prob-
ability that the interval includes the difference of two proportions, the so-called coverage probability,
is not always at least the nominal level although the interval aims at it. Also, even with a large sample
size, the infimum coverage probability may still be much less than the nominal level and does not
converge to this quantity. In fact, the Wald type interval has an infimum coverage probability zero
for any sample sizes and any nominal level 1− α even though it is based on asymptotic normality,
as pointed out by Agresti and Coull (1998) and Brown et al. (2001). See Wang and Zhang (in press)
for more examples. Therefore, people may question of using large samples when such approximate
intervals are employed since they cannot guarantee a correct coverage.

Exact intervals which assure an infimum coverage probability of at least 1− α do not have this
problem. But they are typically computer-intensive by nature. In this paper, a new R package
ExactCIdiff (Shan and Wang, 2013) is presented which implements the computation of such intervals
as proposed in Wang (2010, 2012). The package is available from CRAN at http://CRAN.R-project.
org/package=ExactCIdiff/. This package contains two main functions: PairedCI() and BinomCI(),
where PairedCI() is for calculating lower one-sided, upper one-sided and two-sided confidence
intervals for the difference of two paired proportions and BinomCI() is for the difference of two
independent proportions when the sample size is small to medium. Results from ExactCIdiff are
compared with those from the function ci.pd() in the R package Epi (Carstensen et al., 2013), and the
PROC FREQ procedure in the software SAS (SAS Institute Inc., 2011).

Depending on how the data are collected, one group of three intervals is needed for the difference of
two paired proportions and another group for the difference of two independent proportions. Pointed
out by Mehrotra et al. (2003), an exact inference procedure may result in poor powerful analysis if an
impropriate statistic is employed. Wang’s one-sided intervals (Wang, 2010, 2012), obtained through
a carefully inductive construction on an order, are optimal in the sense that they are a subset of any
other one-sided 1− α intervals that preserve the same order, and are called the smallest intervals. See
more details in the paragraph following (6). From the mathematical point of view, his intervals are not
nested, see Lloyd and Kabaila (2010); on the other hand, for three commonly used confidence levels,
0.99, 0.95, 0.9, the intervals are nested based on our numerical study.

Although R provides exact confidence intervals for one proportion, e.g., the function exactci() in
the package PropCIs (Scherer, 2013), the function binom.exact() in the package exactci (Fay, 2010,
2012) and the function binom.test() in the package stats (Version 2.15.2), there is no exact confidence
interval available in R, to the best of our knowledge, for the difference of two proportions, which
is widely used in practice. ExactCIdiff is the first available R package to serve this purpose. The
R package ExactNumCI (Sun and Park, 2013) claims that its function pdiffCI() generates an exact
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S2 F2

S1 N11, p11 N12, p12 p1 = p11 + p12
F1 N21, p21 N22, p22

p2 = p11 + p21 ∑i,j pij = 1

Table 1: Overview of involved quantities in a matched pairs experiment.

confidence interval for the difference of two independent proportions, however, pointed out by a
referee, the coverage probability of a 95% confidence interval, when the numbers of trials in two
independent binomial experiments are 3 and 4, respectively, is equal to 0.8734 when the two true
proportions are equal to 0.3 and 0.5, respectively.

In the rest of the article, we discuss how to compute intervals for the difference of two paired pro-
portions θP defined in (1), then describe the results for the difference of two independent proportions
θI given in (7).

Intervals for the difference of two paired proportions

Suppose there are n independent and identical trials in an experiment, and each trial is inspected
by two criteria 1 and 2. By criterion i, each trial is classified as Si (success) or Fi (failure) for i = 1, 2.
The numbers of trials with outcomes (S1, S2), (S1, F2), (F1, S2) and (F1, F2) are the observations, and
are denoted by N11, N12, N21 and N22, respectively. Thus X = (N11, N12, N21) follows a multinomial
distribution with probabilities p11, p12, p21, respectively. Let pi = P(Si) be the two paired proportions.
The involved quantities are displayed in Table 1. The parameter of interest is the difference of p1 and
p2:

θP
de f
= p1 − p2 = p12 − p21. (1)

To make interval construction simpler, let T = N11 + N22 and pT = p11 + p22. We consider intervals
for θP of form [L(N12, T), U(N12, T)], where (N12, T) also follows a multinomial distribution with
probabilities p12 and pT . The simplified sample space is

SP = {(n12, t) : 0 ≤ n12 + t ≤ n}

with a reduced parameter space HP = {(θP, pT) : pT ∈ D(θP),−1 ≤ θP ≤ 1}, where D(θP) = {pT :
0 ≤ pT ≤ 1− |θP|}. The probability mass function of (N12, T) in terms of θP and pT is

pP(n12, t; θP, pT) =
n!

n12!t!n21!
pn12

12 pt
T pn21

21 .

Suppose a lower one-sided 1− α confidence interval [L(N12, T), 1] for θP is available. It can be
shown that [−1, U(N12, T)] is an upper one-sided 1− α confidence interval for θP if

U(N12, T)
de f
= −L(n− N12 − T, T), (2)

and [L(N12, T), U(N12, T)] is a two-sided 1− 2α interval for θP. Therefore, we focus on the construction
of L(N12, T) only in this section. The R code will provide two (lower and upper) one-sided intervals
and a two-sided interval, all are of level 1− α. The first two are the smallest. The third is the intersection
of the two smallest one-sided 1− α/2 intervals. It may be conservative since the infimum coverage
probability may be greater than 1− α due to discreteness.

An inductive order on SP

Following Wang (2012), the construction of the smallest 1− α interval [L(N12, T), 1] requires a prede-
termined order on the sample space SP. An order is equivalent to assigning a rank to each sample
point, and this rank provides an order on the confidence limits L(n12, t)’s. Here we define that a
sample point with a small rank has a large value of L(n12, t), i.e., a large point has a small rank. Let
R(n12, t) denote the rank of (n12, t). Intuitively, there are three natural requirements for R:

1) R(n, 0) = 1,

2) R(n12, t) ≤ R(n12, t− 1),

3) R(n12, t) ≤ R(n12 − 1, t + 1),
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as shown in the diagram below:

(n12 − 1, t + 1)
≥ 3)

(n12, t)

≤ 2)

(n12, t− 1)

Therefore, R(n− 1, 1) = 2 and a numerical determination is needed for the rest of R(n12, t)’s. Wang
(2012) proposed an inductive method to determine all R(n12, t)’s, which is outlined below.

Step 1: Point (n, 0) is the largest point. Let R1 = {(n, 0)} = {(n12, t) ∈ SP : R(n12, t) = 1}.
. . .

Step k: For k > 1, suppose the ranks, 1, . . . , k, have been assigned to a set of sample points, denoted
by Sk = ∪k

i=1Ri, where Ri contains the ith largest point(s) with a rank of i. Thus, Sk contains the
largest through kth largest points in SP. The order construction is complete if Sk0 = SP for some
positive integer k0, and R assumes values of 1, ..., k0.

Step k + 1: Now we determine Rk+1 that contains the (k + 1)th largest point(s) in SP.

Part a) For each point (n12, t), let N(n12,t) be the neighbor set of (n12, t) that contains the two points
next to but smaller than (n12, t), see the diagram above. Let Nk be the neighbor set of Sk
that contains all sets N(n12,t) for (n12, t) in Sk.

Part b) To simplify the construction on R, consider a subset of Nk, called the candidate set

Ck = {(n12, t) ∈ Nk : (n12, t + 1) /∈ Nk, (n12 + 1, t− 1) /∈ Nk}, (3)

from which Rk+1 is going to be selected.

Part c) For each point (n12, t) ∈ Ck, consider

f ∗(n12,t)(θP) = 1− α, (4)

where

f ∗(n12,t)(θP) = inf
pT∈D(θP)

∑
(n′12,t′)∈(Sk∪(n12,t))c

pP(n′12, t′; θP, pT).

Let

L∗P(n12, t) =
{
−1, if no solution for (4);
the smallest solution of (4), otherwise. (5)

Then define Rk+1 to be a subset of Ck that contains point(s) with the largest value of L∗P.
We assign a rank of k + 1 to point(s) in Rk+1 and let Sk+1 be the union of R1 up to Rk+1.

Since SP is a finite set and Sk is strictly increasing in k, eventually, Sk0 = SP for some positive
integer k0 (≤ (n + 1)(n + 2)/2) and the order construction is complete.

The computation of the rank function R(N12, T) in R

There are three issues to compute the rank function R(n12, t):

i) compute the infimum in f ∗
(n12,t)(θP);

ii) determine the smallest solution of equation (4);

iii) repeat this process on all points in SP.

These have to be done numerically.

Regarding i), use a two-step approach to search for the infimum when pT belongs to interval
D(θP), i.e., in the first step, partition D(θP) into, for example, 30 subintervals, find the grid, say a,
where the minimum is achieved; then in the second step, partition a neighborhood of a into, for
example, 20 subintervals and search the minimal grid again. In total we compute about 50 (= 30 + 20)
function values. On the other hand, if one uses the traditional one-step approach, one has to compute
600 (= 30× 20) function values to obtain a similar result.
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Regarding ii), the smallest solution is found by the bisection method with different initial upper
search points and a fixed initial lower search point −1. The initial upper search point is the lower
confidence limit of the previous larger point in the inductive search algorithm.

Regarding iii), use unique() to eliminate the repeated points in Nk and use which() to search for
Rk+1 from Ck (smaller) rather than Nk.

The smallest one-sided interval under the inductive order

For any given order on a sample space the smallest one-sided 1− α confidence interval for a parameter
of interest can be constructed following the work by Buehler (1957); Chen (1993); Lloyd and Kabaila
(2003) and Wang (2010). This interval construction is valid for any parametric model. In particular,
for the rank function R(n12, t) just derived, the corresponding smallest one-sided 1− α confidence
interval, denoted by LP(n12, t), has a form

LP(n12, t) =
{
−1, if no solution for (6);
the smallest solution of (6), otherwise,

where

f(n12,t)(θP) = 1− α (6)

and

f(n12,t)(θP) = 1− sup
pT∈D(θP)

∑
{(n′12,t′)∈SP :R(n′12,t′)≤R(n12,t)}

pP(n′12, t′; θP, pT),

that are similar to (4) and (5).

Two facts are worth mentioning. a) Among all one-sided 1 − α confidence intervals of form
[L(N12, T), 1] that are nondecreasing regarding the order by the rank function R, L ≤ LP. So [LP, 1] is
the best. b) Among all one-sided 1− α confidence intervals of form [L(N12, T), 1], [LP, 1] is admissible
by the set inclusion criterion (Wang, 2006). So [LP, 1] cannot be uniformly improved. These properties
make [LP, 1] attractive for practice. The computation of LP is similar to that of the rank function R.

Intervals for the difference of two independent proportions

Suppose we observe two independent binomial random variables X ∼ Bin(n1, p1) and Y ∼ Bin(n2, p2)
and the difference

θI = p1 − p2 (7)

is the parameter of interest. The sample space SI = {(x, y) : 0 ≤ x ≤ n1, 0 ≤ y ≤ n2} consists
of (n1 + 1)(n2 + 1) sample points, the parameter space in terms of (θI , p2) is HI = {(θI , p2) : p2 ∈
DI(θI),−1 ≤ θI ≤ 1}, where DI(θI) = {p2 : −min{0, θI} ≤ p2 ≤ 1 −max{0, θI}}. The joint
probability mass function for (X, Y) is

pI(x, y; θI , p2) =
n1!

x!(n1 − x)!
(θI + p2)

x(1− θI − p2)
n1−x n2!

y!(n2 − y)!
py

2(1− p2)
n2−y.

Exact 1− α confidence intervals for θI of form [L(X, Y), 1], [−1, U(X, Y)], [L(X, Y), U(X, Y)] are of
interest. Similar to (2), U(X, Y) = −L(n1 − X, n2 −Y). Therefore, we only need to derive the smallest
lower one-sided 1− α confidence interval for θI , denoted by [LI(X, Y), 1]. Then UI(X, Y) = −LI(n1 −
X, n2 −Y) is the upper limit for the smallest upper one-sided 1− α interval.

An inductive order and the corresponding smallest interval

Following Wang (2010), a rank function RI(X, Y) is to be introduced on SI . This function provides
an order of the smallest one-sided interval LI(x, y). In particular, a point (x, y) with a small RI(x, y)
is considered a large point and has a large value of LI(x, y). Similar to the rank function R in the
previous section, RI should satisfy three rules:

a) RI(n1, 0) = 1,

b) RI(x, y) ≤ RI(x, y + 1),

c) RI(x, y) ≤ RI(x− 1, y),

as shown in the diagram below:
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(x, y + 1)

≥ b)
c)

(x, y− 1) ≤ (x, y)

Repeating the process in the previous section, we can derive this new rank function RI on SI and the
corresponding smallest one-sided 1− α confidence interval [LI(X, Y), 1] for θI by replacing (n12, t)
by (x, y), D(θP) by DI(θI) and pP(N12, T; θP, pT) by pI(x, y; θI , p2). The only thing different is that for
the case of n1 = n2 = n, RI generates ties. For example, RI(x, y) = RI(n− y, n− x) for any (x, y).
However, the procedure developed is still valid for this case. Technical details were given in the
Sections 2 and 3 of Wang (2010).

Examples

Example 1: Exact intervals for the difference of two paired proportions θP

We illustrate the usage of the PairedCI() function to calculate the exact smallest lower one-sided
confidence interval [LP, 1] for θP in (1) with the data from Karacan et al. (1976). In this study, 32
marijuana users are compared with 32 matched controls with respect to their sleeping difficulties, with
n11 = 16, n12 = 9, n21 = 3, and n22 = 4. The second argument in the function is t = n11 + n22 = 20.

Function PairedCI() has the following arguments:

PairedCI(n12, t, n21, conf.level = 0.95, CItype = "Lower", precision = 0.00001,
grid.one = 30, grid.two = 20)

The arguments n12, t, and n21 are the observations from the experiment. The value of conf.level
is the confidence coefficient of the interval, 1− α, which is equal to the infimum coverage probability
here. One may change the value of CItype to obtain either an upper one-sided or a two-sided interval.
The precision of the confidence interval with a default value 0.00001 is rounded to 5 decimals. The
values of grid.one and grid.two are the number of grid points in the two-step approach to search the
infimum. The higher the values of grid.one and grid.two, the more accurate is the solution but the
longer is also the computing time. Based on our extensive numerical study, we find that grid.one =
30 and grid.two = 20 are sufficient enough for the problem.

In the data by Karacan et al. (1976), the researchers wish to see how much more help the marijuana
use provides for sleeping by using a lower one-sided 95% confidence interval [LP(n12, t), 1] for
θP = p1 − p2 at (n12, t) = (9, 20), where p1 is the proportion of marijuana users who have sleeping
improved, and p2 is the proportion in the controls. Given that the package ExactCIdiff is installed to
the local computer, type the following:

> library(ExactCIdiff)
> lciall <- PairedCI(9, 20, 3, conf.level = 0.95) # store relevant quantities
> lciall # print lciall
$conf.level
[1] 0.95 # confidence level
$CItype
[1] "Lower" # lower one-sided interval
$estimate
[1] 0.1875 # the mle of p1 - p2
$ExactCI
[1] 0.00613 1.00000 # the lower one-sided 95% interval
> lci <- lciall$ExactCI # extracting the lower one-sided 95% interval
> lci # print lci
[1] 0.00613 1.00000

The use of marijuana helps sleeping because the interval [0.00613, 1] for θP is positive.

The upper one-sided 95% interval and the two-sided 95% interval for θP are given below for
illustration purpose.

> uci <- PairedCI(9, 20, 3, conf.level = 0.95, CItype = "Upper")$ExactCI
> uci # the upper one-sided 95% interval
[1] -1.00000 0.36234
> u975 <- PairedCI(9, 20, 3, conf.level = 0.975, CItype = "Upper")$ExactCI
> u975 # the upper one-sided 97.5% interval
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[1] -1.00000 0.39521
> l975 <- PairedCI(9, 20, 3, conf.level = 0.975, CItype = "Lower")$ExactCI
> l975 # the lower one-sided 97.5% interval
[1] -0.03564 1.00000
> ci95 <- PairedCI(9, 20, 3, conf.level = 0.95)$ExactCI
> ci95
[1] -0.03564 0.39521 # the two-sided 95% interval

# it is equal to the intersection of two one-sided intervals

In summary, three 95% confidence intervals, [0.00613, 1], [−1, 0.36234] and [−0.03564, 0.39521], are com-
puted for θP. Wang (2012) also provided R code to compute these three intervals, but the calculation
time is about 60 times longer.

Example 2: Exact intervals for the difference of two independent proportions θI

The second data set is from a two-arm randomized clinical trial for testing the effect of tobacco smoking
on mice (Essenberg, 1952). In the treatment (smoking) group, the number of mice is n1 = 23, and the
number of mice which developed tumor is x = 21; in the control group, n2 = 32 and y = 19. The
function BinomCI() computes exact confidence intervals for θI in (7), the difference of proportions
between two groups.

Function BinomCI() has the following arguments:

BinomCI(n1, n2, x, y, conf.level = 0.05, CItype = "Lower", precision = 0.00001,
grid.one = 30, grid.two = 20)

The arguments n1, n2, x and y are the observations from the experiment. The rest of the arguments are
the same as in function PairedCI().

In this clinical trial, the maximum likelihood estimate for the difference between two tumor rates
θI is calculated as

θ̂I =
x

n1
− y

n2
= 0.319293.

The lower confidence interval [L(X, Y), 1] for θI is needed if one wants to see that the treatment
(smoking) increases the risk of tumor. Compute the interval by typing:

> lciall <- BinomCI(23, 32, 21, 19, CItype = "Lower")
> lciall # print lciall
$conf.level
[1] 0.95 # confidence level
$CItype
[1] "Lower"
$estimate
[1] 0.319293 # the mle of p1 - p2
$ExactCI
[1] 0.133 1.00000 # the lower one-sided 95% interval
> lci <- lciall$ExactCI # extracting the lower one-sided 95% interval
> lci
[1] 0.133 1.00000

The lower one-sided 95% confidence interval for θI is [0.133, 1]. Therefore, the tumor rate in the
smoking group is higher than that of the control group.

The following code is for the upper one-sided and two-sided 95% confidence intervals.

> uci <- BinomCI(23, 32, 21, 19, conf.level = 0.95, CItype = "Upper")$ExactCI
> uci # the upper one-sided 95% interval
[1] -1.00000 0.48595
> u975 <- BinomCI(23, 32, 21, 19, conf.level = 0.975, CItype = "Upper")$ExactCI
> u975 # the upper one-sided 97.5% interval
[1] -1.00000 0.51259
> l975 <- BinomCI(23, 32, 21, 19, conf.level = 0.975, CItype = "Lower")$ExactCI
> l975 # the lower one-sided 97.5% interval
[1] 0.09468 1.00000
> ci95 <- BinomCI(23, 32, 21, 19)$ExactCI
> ci95
[1] 0.09468 0.51259 # the two-sided 95% interval

# it is equal to the intersection of two one-sided intervals

They are equal to [−1, 0.48595] and [0.09468, 0.51259], respectively.
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Figure 1: Coverage probability of upper confidence intervals for θI when n1 = n2 = 10 and α = 0.05.

Comparison of results with existing methods

Our smallest exact one-sided confidence interval [−1, UI ] for θI is first compared to an existing
asymptotic interval (Newcombe, 1998b) using the coverage probability. The coverage of an upper
confidence interval [−1, U(X, Y)] as a function of θI is defined as:

Coverage(θI) = inf
p2∈DI (θI )

P(θI ≤ U(X, Y); θI , p2).

Ideally, a 1− α interval requires that Coverage(θI) is always greater than or equal to 1− α for all the
possible values of θI .

The coverage for the exact upper 95% confidence interval [−1, UI ] and the asymptotic upper
confidence interval based on the tenth method of Newcombe (1998b), which is the winner of his
eleven discussed intervals, is shown in Figure 1. The two intervals are calculated by BinomCI() and the
function ci.pd() in the package Epi. The left plot of Figure 1 shows the coverage against θI ∈ [−1, 1]
based on our exact method. As expected, it is always at least 95%. However, the coverage for the
asymptotic interval may be much less than 95% as seen in the right plot of Figure 1. The coverage
of the majority of θI values is below 95% and the infimum is as low as 78.8% for a nominal level of
95%. The similar results are observed for the asymptotic confidence intervals based on other methods,
including the one proposed by Agresti and Caffo (2000).

In light of the unsatisfied coverage for the asymptotic approaches, we next compare our exact
intervals to the exact intervals by the PROC FREQ procedure in the software SAS. First revisit Example
2, where SAS provides a wider exact two-sided 95% interval [0.0503, 0.5530] for θI using the EXACT
RISKDIFF statement within PROC FREQ. This is the SAS default. The other exact 95% interval in SAS
using METHOD = FMSCORE is [0.0627, 0.5292], which is narrower than the default but is wider than our
two-sided interval. Also SAS does not compute exact intervals for θP at all.

Two exact upper intervals produced by BinomCI() in the R package ExactCIdiff and the PROC
FREQ procedure in SAS are shown in Figure 2. The smaller upper confidence interval is preferred
due to the higher precision. Almost all the points in the figure are below the diagonal line, which
confirms a better performance of the interval by BinomCI(). The average lengths of the two-sided
interval for n1 = n2 = 10 and α = 0.1 are 0.636 and 0.712, respectively, for our method and the SAS
default procedure. The newly developed exact confidence intervals have better performance than
other asymptotic or exact intervals due to their guarantee on the coverage or because of their shorter
length.

Summary

A group of three exact confidence intervals (lower one-sided, upper one-sided, and two-sided) are
computed efficiently with the R package ExactCIdiff for each of the differences of two proportions: θP
and θI . Each one-sided interval is admissible under the set inclusion criterion and is the smallest in a
certain class of intervals that preserve the same order of the computed interval. Unlike asymptotic

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES 69

−1.0 −0.5 0.0 0.5 1.0

−
1
.0

−
0
.5

0
.0

0
.5

1
.0

SAS Exact

B
in

o
m

C
I

Figure 2: Exact upper confidence intervals for θI by BinomCI() and PROC FREQ when n1 = n2 = 10
and α = 0.05.

intervals, these intervals assure that the coverage probability is always not smaller than the nominal
level.

A practical issue for ExactCIdiff is the computation time that depends on the sample size n =
n12 + t + n21 for PairedCI() (n = n1 + n2 for BinomCI()) and the location of observations (n12, t, n21)
((x, y) for BinomCI()), e.g., PairedCI(30,40,30) = [-0.15916,0.15916], with a sample size of 100,
takes about a hour to complete on an HP laptop with Intel(R) Core(TM) i5=2520M CPU@2.50 GHz and
8 GB RAM, and PairedCI(300,10,10,CItype = "Lower") = [0.86563,1.00000], with a sample size
of 320, takes less than one minute. Our exact interval is constructed by an inductive method. By nature,
when there are many sample points, i.e., the sample size is large, deriving an order on all sample points
is very time consuming. Thus the confidence limit on a sample point, which is located at the beginning
(ending) part of the order, needs a short (long) time to calculate. Roughly speaking, when the sample
size is more than 100, one would expect a long computation time for a two-sided interval. More details
may be found at: http://www.wright.edu/~weizhen.wang/software/ExactTwoProp/examples.pdf.
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rlme: An R Package for Rank-Based
Estimation and Prediction in Random
Effects Nested Models
by Yusuf K. Bilgic and Herbert Susmann

Abstract There is a lack of robust statistical analyses for random effects linear models. In practice,
statistical analyses, including estimation, prediction and inference, are not reliable when data are
unbalanced, of small size, contain outliers, or not normally distributed. It is fortunate that rank-based
regression analysis is a robust nonparametric alternative to likelihood and least squares analysis. We
propose an R package that calculates rank-based statistical analyses for two- and three-level random
effects nested designs. In this package, a new algorithm which recursively obtains robust predictions
for both scale and random effects is used, along with three rank-based fitting methods.

Introduction

Rank-based procedures retain distribution-free estimation and testing properties. These procedures
are much less sensitive to outliers than the traditional analyses when random errors are not normally
distributed. Alternative robust score functions can be accommodated with the rank-based methods
to protect analyses from influential observations in factor and response spaces. Also, the choice of
these score functions could depend on the prior knowledge on error distributions. The Wilcoxon score
function is fairly efficient for moderate to heavy-tailed error distributions. For example, rank-based
procedures with Wilcoxon scores achieve up to 95% efficiency relative to least squares methods when
the data are normal and are much more efficient than least squares methods for heavy tailed error
distributions. These properties make the rank-based methods appealing. However, to our knowledge,
statistical analyses for random effects models using the rank-based methodology have not yet been
considered in any statistical package. This article proposes an R package with three rank-based fitting
methods that estimate fixed effects and predict random effects in two- and three-level random effects
nested models.

The rank-based norm, analogous to the least squares norm, is briefly defined as

‖w‖ϕ =
n

∑
i

a [R(wi)]wi, wεRn, (1)

where the scores are generated as a(i) = ϕ[i/(n + 1)] for a non-decreasing function ϕ(u), defined
on the interval (0, 1), and R(wi) is the rank of wi among w1, w2, ..., wn. We assume without loss of
generality that the scores sum to zero. Two of the most commonly used score functions are the
Wilcoxon ϕ(u) =

√
12 · (u− 1

2 ) and the sign ϕ(u) = sgn[u-1/2].

The rank-based estimate of β for the independent error model Y = Xβ + e is given by

β̂ϕ = Argmin ‖Y− Xβ‖ϕ . (2)

Assume that the errors are independent and identically distributed with a continuous density function
f (x). Under regularity conditions, β is estimated by

β̂∼̇N(β, τ2
ϕ(XT X)−1), (3)

τϕ =

[∫
ϕ(u)ϕ f (u)du

]−1
, (4)

with ϕ f (u) = −
f ′(F−1(u))
f (F−1(u) . The parameter τϕ is a scale parameter for the error terms e. The rank-based

estimator of the fixed effects for independent linear models is asymptotically normal, shown in the
work of Jaeckel and Jureckova in the 1970’s. See Chapter 3, Hettmansperger and McKean (2011) for the
relevant theory in detail. Recently, the Rfit package was released for rank-based regression analysis
that uses rank-based norm and robust estimators for independent linear models (Kloke and McKean,
2012). We extend the rank-based regression methodology to include random effects nested models.

Random effects nested models are frequently utilized in many research areas such as: education,
survey sampling, meta-analysis, agriculture, and health. Survey sampling might happen within
organizational units, communities, clusters, or hospitals. The experimental design of interest is
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expressed in terms of fixed effects but, for these designs, nested factors are a natural part of the
experiment. These nested effects are generally considered random and must be taken into account in
the statistical analysis. For example, repeated measures design, randomized block design, and cluster
correlated data consider each subject as a cluster having a correlated structure so the observations
are nested within the subject. This subject would be a block, a cluster, an institution or a region.
These designs are examples of two-level nested structures. Compound symmetric error structure is a
natural variance-covariance form of these designs. It implies that all distinct members of a cluster or a
subcluster are equally correlated with each other. When there is one more correlated level (subclusters)
within clusters, this design could be called a three-level nested structure. Hierarchical linear models
can also deal with these nested designs.

To illustrate the issues involved in data analysis, consider a simple example of a two-level nested
design where students are nested within schools (see Model 5), and a three-level nested design where
students are nested within sections in schools (see Model 6). Students are measured on a continuous
univariate response variable of interest, y. The p-variate design data, including covariates, treatment,
etc., are stored in the x vector. The problem is summarized in the linear model as

yij = α + xT
ij β + ai + εij, (5)

with i = 1, ..., I and j = 1, ..., ni, where ai is the random effect for school i (cluster effects), I is the
number of schools, ni is the size of the ith school, and

yijk = α + xT
ijkβ + ai + wj(i) + εijk, (6)

with i = 1, ..., I, j = 1, ..., Ji and k = 1, ..., nij, where ai is the random effect for school i (cluster effects),
wj(i) is the random effect for the jth section of school i (subcluster effects), Ji is the number of sections
in school i, nij is the size of jth section in school i. Random errors are uncorrelated and independent.

The main interest with these models would be to estimate the regression parameters β as fixed
effects, to predict ai and wj(i) as random effects, and scale parameters of the error and random effects.
The intra-class correlation coefficient (ICC) for each nested level would be also estimated using the scale
parameter estimates. ICC provides information on the degree of dependencies of the observations
within the same cluster. It is a useful and contextual parameter associated with the random effects
of clusters that measures the proportion of the variability of the response to the total variability. It
is sometimes called cluster effect and applied only to random models. For example, independent
observations within- and between-cluster yield an ICC of zero.

This nested analog could be adopted for other organizational studies and hierarchical data. These
designs often address questions related to

• the examination of differences within and across clusters or contexts such as classrooms, schools,
neighborhoods, or groups on individual outcomes;

• the investigation of the degree to which individuals within a group or cluster are similar as
measured through the ICC;

• the study of the factors that explain institutional/cluster differences;

• the effects of clusters and treatment on individual scores, e.g., student’s academic achievement
— both random and fixed effects are addressed in these interests.

In this article, three rank-based fitting methods and a new prediction algorithm are briefly intro-
duced. A data analysis example using our package, rlme, is also presented.

Three rank-based methods

This section introduces three rank-based fitting methods to obtain fixed effects estimations: Joint Rank-
ing (JR), Generalized Rank Estimate (GR) and Generalized Estimating Equation (GEER). The algorithm
for robust variance estimates and random effects predictions in random effects nested models, called
Rank Prediction Procedure (RPP), is then introduced. To sketch the calculation algorithms in these
methods, Models (5) and (6) can be rewritten in the general mixed model matrix and vector notations
as follows:

Y = Xβ + e = Xβ + Zb + ε, (7)

where Y denotes a n× 1 vector of responses, X is a n× (p + 1) known fixed effects design matrix, β is
a (p + 1)× 1 fixed effects parameter vector, Z is a n× k known random effects design matrix, b is a
k× 1 vector of random effects, and ε is a n× 1 vector of random errors.
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Alternatively, the model can be written in vectors of the observations obtained from independent
I clusters. Within cluster k, let Yk, Xk, and ek denote respectively the nk × 1 vector of responses, the
nk × p design matrix, and the nk × 1 vector of errors. Then the general mixed model for Yk is

Yk = α1nk + Xkβ + ek, k = 1, ...I, (8)

where the components of the random error vector ek contain random effects and errors.

Joint ranking method: JR

This rank-based method for nested random effects models uses asymptotic results of the study by
Kloke et al. (2009) in estimating fixed effects and standard errors. Kloke et al. (2009) developed the
asymptotic theory for the rank-based estimates of fixed effects in the general mixed model using the
general rank theory of Brunner and Denker (1994). The estimation of fixed effects in the JR method
uses the dispersion function as in the independent linear model. However, the asymptotic distribution
of β̂ JR has a different covariance matrix formula due to the correlated errors in the model. This is
expressed as

var(β̂ JR)
.
= τ2

ϕ(X′X)−1(Σϕ)(X′X)−1, (9)

where Σϕ = limI→∞ ∑I
i=1 X

′

iΣϕ,iXi
.
= ∑I

i=1 X
′

iΣϕ,iXi, Σϕ,i is given by Σϕ,i = cov(ϕ(F(ei)), and F(x)
denotes the distribution function of errors.

After estimating the fixed effects in Model (7), we predict the nested random effects and estimate
the variance components using the random prediction procedure explained in the next section. In this
method, for each cluster in Model (8), simple moment estimators of Σϕ,i is calculated as in Kloke et al.
(2009).

Iteratively reweighted generalized rank method: GR

The generalized rank-based fitting for the general mixed model is an iteratively reweighted rank
method based on the Newton-type approximation. Hettmansperger and McKean (2011) developed
the asymptotic properties of linearized rank estimators for use in the linear model with the k-step
Gauss-Newton approximation without weights. Bilgic (2012) and Bilgic et al. (2013) extended this
theory to the k-step GR method in the general mixed models. After the first fitting, the estimates
are asymptotically equivalent to the independent case because residuals are no longer dependent
because of the reweighting with covariance weights. This algorithm could work for any type of
variance-covariance error structure in the general mixed models.

Consider Model (7) where ΣY is the variance-covariance matrix of the response vector Y and θ is
the vector of variance components of the model. The proposed iteratively reweighted generalized
rank-based algorithm is as follows:

(0) Set l = 0. The JR estimate serves as the initial fit.
(1) Obtain β̂(l) as the rank-based fit of the model.

Y∗ = X∗β + e∗, (10)

where Y∗ = Σ̂−1/2
Y Y, X∗ = Σ̂−1/2

Y X, and e∗ = Σ̂−1/2
Y e. Thus, β̂(l) minimizes the rank norm

with Y and X replaced by Y∗ and X∗, respectively. If l = 0 then use Σ̂Y = In; otherwise use
Σ̂Y = ΣY(θ̂

(l−1)).

(2) Use β̂(l) to calculate the residuals, ê(l) = Y− Xβ̂(l).

(3) Use ê(l) to obtain b̂(l), the predictor of b via the RPP algorithm.

(4) Use b̂(l) to estimate the variance components, θ̂(l) via the RPP algorithm.

(5) If
∥∥∥β̂(l) − β̂(l−1)

∥∥∥ < TOL1

∥∥∥β̂(l−1)
∥∥∥ and

∥∥∥θ̂(l) − θ̂(l−1)
∥∥∥ < TOL2

∥∥∥θ̂(l−1)
∥∥∥ then stop. Else let

β̂ = β̂(l), θ̂ = θ̂(l) and b̂ = b̂(l). Set l = l + 1 and return to step (1).

The estimators of the asymptotic variance-covariance matrix of β̂GR require consistent τϕ and ΣY
which are obtained from the current estimate of weighted errors.

Rank-based generalized estimating equations method: GEER

Considering an alternative representation of generalized linear models for correlated data in estimates,
Abebe et al. (2013) extended the general estimating equations (GEE) method of Liang and Zeger
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(1986) for the general mixed models in the rank-based norm, and derived the asymptotic normality
of the rank estimators. Briefly, as Abebe et al. (2013) describe, we can rewrite the general estimating
equations expression proposed by Liang and Zeger in terms of the Euclidean norm in Model (11), and
thus, the rank-based norm in Model (12) as follows:

DGEE(β) =
I

∑
i=1

(Y∗i − Di(β))2 (11)

and

DGEER(β) =
I

∑
i=1

ϕ

[
R(Y∗i − Di(β))

n + 1

]
· [Y∗i − Di(β)] , (12)

with ni × 1 vectors Y∗i = V̂i
−1/2 · Yi, the estimate of the covariance matrix of Yi is V̂i, and Di(β) =

V̂i
−1/2 · E[Yi].

Abebe et al. (2013) developed a class of nonlinear robust estimators minimizing the rank-based
norm of the residuals defined in the rank-based general estimating equations utilizing a ’working’
covariance structure in the rank-based fitting as an analogue of the GEE. Thus, the estimate of βGEER
is obtained by the usual iterated reweighted least squares algorithm applied to the rank-based fitting
in Equation (12).

Theory references and comparison

The asymptotic derivations for the proposed estimators are discussed in several papers; Kloke et al.
(2009) for the JR method; Bilgic et al. (2013) for the GR method; and Abebe et al. (2013) for the GEER
method. In these studies, the rank-based estimators are competitive with the traditional methods such
as maximum likelihood (ML), restricted maximum likelihood (REML) and least squares in the normal
case and outperform when random errors are contaminated and exhibit better efficiency properties
of the estimates when outliers exist. Among the three methods, the JR method is unweighted so
its empirical validity and efficiency for the fixed effects is reported to be poorer than the other two
methods in the Monte Carlo study performed by Bilgic (2012). The empirical validity and efficiency of
GR and GEER methods are reported to be very similar. The GR estimates and their standard errors are
obtained from the rank-based norm properties, whereas the GEER combines the rank-based norm and
least squares properties. For highly correlated data, the GR or GEER method would be preferred.

The rlme package uses the suite of R functions ww developed by Terpstra and McKean (2005) that
computes fixed estimates for the rank analysis based on Wilcoxon scores when needed for independent
linear models and initial fits. We plan to use the subroutines of the Rfit package for the next version of
our package because it allows the user to choose the estimation algorithm for general scores.

Rank-based prediction procedure: RPP

So far, fixed effects estimations are calculated with the JR, GR and GEER methods described in
the previous section. This section introduces robust predictions for random effects and variance
components for two- and three-level nested designs. Robust predictions of random effects have been
discussed in several papers, including Groggel (1983), Groggel et al. (1988), Dubnicka (2004), and
Kloke et al. (2009). These predictions based on clusters use robust scale estimators. However, these
papers only handle two-level random nested designs.

To illustrate how our recursive algorithm works, let us consider a two-level nested structure. The
random effects model is defined as

yij = xT
ij β + ai + εij = xT

ij β + eij, (13)

for i = 1, 2, ..., I and j = 1, 2, ..., ni (say, I schools, ni students in each). ai and εij are random cluster
effects and error effects, respectively. We observe the values of yij and xij, the variables ai and εij are
not observable. In cluster i, we rewrite (13) as yij − xT

ij β = eij = ai + εij. This is a location model. The
residuals êij obtained from one of rank-based fittings predict the cluster effects ai. Let â be a consistent
location estimator. The next step is that the residuals ε̂ij are obtained from the subtraction ε̂ij = êij − âi.
Hence, we are ready to estimate the scale parameters of the errors with a robust scale estimator. In the
package, RPP has two options for location and scale estimates. The options are the median (med) and
Hodges-Lehman (HL) location estimators in Equation (14), and the median absolute deviation (MAD)
and the dispersion scale estimator (Disp) in Equations (15) and (16), respectively. In the prediction
algorithm, one estimator from each is needed. Natural pairs are med-MAD and HL-Disp.
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For a vector e of errors ei in n× 1, the robust location estimate associated with the Wilcoxon scores
is the HL estimator expressed as

HL(e) = meds≤t{(es + et)/2}. (14)

Our scale estimators in the package are MAD and Disp defined as

MAD(e) = 1.483medi|ei −medj{ej}| (15)

and

Disp(e) =
2
√

π

n

n

∑
i=1

(
R(ei)

n + 1
− 1

2

)
· ei. (16)

The estimator in Equation (16) is a consistent estimator of a scale parameter when the errors have
a normal distribution (Hettmansperger and McKean, 2011). Kloke et al. (2009) suggest that the MAD
is a robust and consistent estimator for scale parameter in clustered correlated designs.

For a three-level nested structure, consider Model (6). The residuals êijk obtained from the fit
predict ai + wij using the location model

yijk − xT
ijkβ = eijk = ai + wij + εijk. (17)

To separate the cluster effects ai and the subcluster effects wij, we need location estimates for each
subcluster wij, which is nested within the cluster ai. Proceeding over all subclusters using one of our
robust location estimators, the estimates of wij are obtained. After subtracting these from the residuals
êijk, it yields the estimates of the cluster effects ai using the location model eijk − wij = ai + εijk. The
scale parameters of the errors of each type, i.e. ai, wij and εijk, are then estimated with our robust scale
estimators.

The RPP algorithm can handle k-level nestings in a hierarchical structure in the same manner. The
algorithm needs only residuals from the model fitting for predictions of the random effects. In k-level
random effects nested models, these residuals contain the estimates of errors and random effects.
Groggel (1983) calls these random effects pseudo-samples, which are formed using consistent location
estimators in this recursive way. Pseudo-samples are asymptotically equivalent to the true random
effects in the model. See Bilgic (2012) for details.

Data example

The rlme package uses linear model syntax in the lme4 package for two- and three-level models. To
illustrate how our package does nested structured data analysis, a data set was obtained from the
OECD Programme for International Student Assessment (PISA) conducted in 2009 (OECD, 2010). The
data set includes 334 observations of metacognitive scores in 11 private schools in four geographic
regions in USA. Metacognitive score is an index measure of the metacognitive aspect of learning. The
research questions to be answered are how metacognitive scores depend on gender and age, and
how the variability of the scores are explained by regional differences and school differences. Student
scores are nested in the private schools which are nested within the regions. Data are correlated within
region and school, hence, regions and schools are random effects on observations. This design would
be considered hierarchical with two- or three- levels, such as students nested in regions, or students in
schools nested within regions. In the package, this data set is called schools.

In our package, a 3-level nested design data analysis is done using the following syntax:

> library(rlme)
> data(schools)
> model = y ~ 1 + sex + age + (1 | region) + (1 | region:school)
> rlme.fit = rlme(model, schools, method="gr")

# For robust predictions, include rprpair="med-mad"

The formula syntax, the same as in the lmer function, expects the random effect terms to be
enclosed with parenthesis, with nesting of variables denoted by a colon. In this example, region
and school are two random effects, with school nested within region. The method is set to the rank-
based method gr along with the prediction method hl-disp and Wilcoxon scores wil (the default).
Alternatively the other rank-based fitting methods, jr or geer, and the maximum likelihood methods,
reml or ml, may be called from method.

The calculated fit can be examined using the summary function:
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Figure 1: Standardized Residuals and QQ Plots.

> summary(rlme.fit)
Linear mixed model fit by GR
Formula: y ~ 1 + sex + age + (1 | region) + (1 | region:school)
Random effects:
Groups Name Variance
region:school (Intercept) 0.14703510
region (Intercept) 0.01497416
Residual 0.81229310

Number of obs:
334 observations, 4 clusters, 11 subclusters

Fixed effects:
Estimate Std. Error .. p value

(Intercept) 0.1586624 0.2686822 .. 0.554841676
sex -0.2953611 0.1071201 .. 0.005828259
age 0.2260327 0.1621609 .. 0.163354085

Intra-class correlation coefficients
Estimates

intra-cluster 0.1509132
intra-subcluster 0.1662823

cov-var (fixed effects)
sex age

7.219013e-02 -0.0002000644 -1.672882e-05
sex -2.000644e-04 0.0114747092 9.802962e-04
age -1.672882e-05 0.0009802962 2.629616e-02

Here, intra-cluster, ρregion, is the robust estimate of the intra-class correlation coefficient for region
and intra-subcluster, ρschool(region), is for school nested within region. We can say that regional differ-
ences explain only 15.1% of the total variability in the model. The difference, 16.6%− 15.1% = 1.5%,
shows that the contribution of the school variability to the total variability could be ignored. Using the
reml method, this result is calculated around 2.1%, similar to the result of the rank analysis.

The plot function can be used to generate the standardized residuals vs. the fitted response and a
normal Q-Q plot as shown in Figure 1:

> plot(rlme.fit)

The residuals and random effects can be extracted from the fit. For example, we can extract the
raw residuals through the list element ehat:
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# Raw residuals
> rlme.fit$ehat
[,1]
1 -1.186129739
2 -1.641494973
3 -1.147704177
...
334 -0.327186795

Several other elements of interest would include the effects estimates/predictions of the fixed ef-
fects, errors, clusters, and subclusters, which are obtained from rlme.fit$fixed.effects, ..$effect.err,
..$effect.cluster, and ..$effect.subcluster, respectively. A full list can be found in the help(rlme)
command or the str command. The same model can be also evaluated with the likelihood methods,
reml or ml:

> rlme.fit = rlme(model, schools, method="reml")
> summary(rlme.fit)
Linear mixed model fit by REML
...
Fixed effects:

Estimate Std. Error .. p value
(Intercept) -0.08756901 0.2681410 .. 0.7439869
sex -0.26286182 0.1092493 .. 0.0161250
age 0.24712016 0.1720753 .. 0.1509693

Intra-class correlation coefficients
Estimates

intra-cluster 0.2433171
intra-subcluster 0.2443941
...

The REML and GR results are slightly different, but do coincide in the inference at the 5% level. A
2-level random effects nested data analysis that students are nested within regions can be done in a
similar syntax:

> data(schools)
> model = y ~ 1 + sex + age + (1 | region)
> rlme.fit = rlme(model, data = schools, method = "gr")
> summary(rlme.fit)
Linear mixed model fit by GR
Formula: y ~ 1 + sex + age + (1 | region)
...
Fixed effects:

Estimate Std. Error .. p value
(Intercept) -0.09298845 0.22061464 .. 6.733921e-01
sex -0.35939453 0.08977332 .. 6.245027e-05
age 0.11882249 0.13665390 .. 3.845660e-01

Intra-class correlation coefficients
Estimates

intra-cluster 0.1452482
intra-subcluster 1.0000000
...

Diagnostics, TDBETAS and CFITS, to detect differences in fits for various methods can be obtained
with the function fitdvcov. To compare the fixed effects estimates from any two fits, the covariance
matrix from one rank-based method is required. Here we compare the REML and GR methods for the
model:

> data(schools)
> model = y ~ 1 + sex + age + (1 | region) + (1 | region:school)
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# Extract covariates into matrix
> cov = as.matrix(data.frame(rep(1, length(schools[,"y"])),
schools[,"sex"], schools[,"age"]))

# Fit the models using each method
> reml.fit = rlme(model, schools, method="reml")
> gr.fit = rlme(model, schools, method="gr")

# Extract fixed effects estimates
> reml.beta = reml.fit$fixed.effects$Estimate
> gr.beta = gr.fit$fixed.effects$Estimate

# Extract the covariance matrix of the fixed effects estimates
> var.b = reml.fit$var.b

> fitdvcov(cov, reml.beta, gr.beta, var.b)$tdbeta
[1] 0.9406339

# The following gets CFITS. For more info about diagnostics and
# benchmarks, see help(fitdvcov) and help(compare.fits)
> fitdvcov(cov, reml.beta, gr.beta, var.b)$cfits

# Graphing alone and getting standard residuals
> getgrstplot(gr.fit)
> getgrstplot(gr.fit)$sresid

> getlmestplot(reml.fit)
> getlmestplot(reml.fit)$sresid

In our package, in case of potential outliers in factor space, high breakdown weights (hbr),
weight="hbr", are specified along with method="geer". We use the routines of the ww R codes for
independent models:

> data(schools)
> rlme.fit = rlme(y ~ 1 + sex + age, data = schools)

You have entered an independent linear model.
Continuing using the ww package.

Wald Test of H0: BETA1=BETA2=0
TS: 38.4414 PVAL: 0

Drop Test of H0: BETA1=BETA2=0
TS: 7.819 PVAL: 5e-04

EST SE TVAL PVAL
BETA0 0.2333 0.0000 9105.8041 0
BETA1 -0.4192 0.0478 -8.7664 0
BETA2 0.0000 0.0772 0.0000 1

Summary and further directions

The rlme package analyzes random effects nested models with respect to estimation, inference and
prediction for two- and three-level designs. These designs are a class of mixed models. Hierarchical
linear model users may be interested in our package for robust analysis as well.

In the rlme package, estimations and inferences are obtained from three different rank-based
methods along with the likelihood methods obtained from the nlme package (Pinheiro et al., 2013).
These three methods include the joint ranking (JR), iteratively reweighted generalized rank (GR)
and rank-based generalized estimating equations (GEER). Variance estimates and random effects
predictions are obtained along with a robust algorithm, called Rank Prediction Procedure (RPP). New
rank-based estimators are employed in these algorithm and methods. Diagnostics are included in our
package as well.
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We are planning to extend statistical analysis of iteratively generalized rank-based methods using
rank-norm properties to the general mixed models with various error structures. We would welcome
any feedback and/or collaborations.
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Temporal Disaggregation of Time Series
by Christoph Sax and Peter Steiner

Abstract Temporal disaggregation methods are used to disaggregate low frequency time series to
higher frequency series, where either the sum, the average, the first or the last value of the resulting
high frequency series is consistent with the low frequency series. Temporal disaggregation can be
performed with or without one or more high frequency indicator series. The package tempdisagg is a
collection of several methods for temporal disaggregation.

Introduction

Not having a time series at the desired frequency is a common problem for researchers and analysts.
For example, instead of quarterly sales, they only have annual sales. Instead of a daily stock market
index, they only have a weekly index. While there is no way to fully make up for the missing data,
there are useful workarounds: with the help of one or more high frequency indicator series, the low
frequency series may be disaggregated into a high frequency series. For example, quarterly exports
could help disaggregating annual sales, and a foreign stock market index could help disaggregating
the stock market index at home.

Even when there is no high frequency indicator series, one still may want to disaggregate a low
frequency series. While the accuracy of the resulting high frequency series will be low, it may still be
worth doing so. For example, estimating a vector-autoregressive model requires all variables to have
the same frequency. Having one bad high frequency series could still be preferable to the switch to a
lower frequency.

The package tempdisagg (Sax and Steiner, 2013) implements the following standard methods for
temporal disaggregation: Denton, Denton-Cholette, Chow-Lin, Fernandez and Litterman. On the one
hand, Denton (Denton, 1971) and Denton-Cholette (e.g. Dagum and Cholette, 2006) are primarily
concerned with movement preservation, generating a series that is similar to the indicator series
whether or not the indicator is correlated with the low frequency series. Alternatively, these methods
can disaggregate a series without an indicator. On the other hand, Chow-Lin, Fernandez and Litterman
use one or several indicators and perform a regression on the low frequency series. Chow-Lin (Chow
and Lin, 1971) is suited for stationary or cointegrated series, while Fernandez (Fernández, 1981) and
Litterman (Litterman, 1983) deal with non-cointegrated series.

All disaggregation methods ensure that either the sum, the average, the first or the last value of
the resulting high frequency series is consistent with the low frequency series. They can deal with
situations where the high frequency is an integer multiple of the low frequency (e.g. years to quarters,
weeks to days), but not with irregular frequencies (e.g. weeks to months).

Temporal disaggregation methods are widely used in official statistics. For example, in France,
Italy and other European countries, quarterly figures of Gross Domestic Product (GDP) are computed
using disaggregation methods. Outside of R, there are several software packages to perform temporal
disaggregation: Ecotrim by Barcellan et al. (2003); a Matlab extension by Quilis (2012); and a RATS
extension by Doan (2008). An overview of the capabilities of the different software programs is given
in Table 1.1

The first section discusses the standard methods for temporal disaggregation and summarizes
them in a unifying framework. Section 2 discusses the working and implementation of the tempdisagg
package. Section 3 presents an illustrative example.

A framework for disaggregation

The aim of temporal disaggregation is to find an unknown high frequency series y, whose sums,
averages, first or last values are consistent with a known low frequency series yl (The subscript l
denotes low frequency variables). In order to estimate y, one or more other high frequency indicator
variables can be used. We collect these high frequency series in a matrix X. For the ease of exposition
and without loss of generality, the terms annual and quarterly will be used instead of low frequency
and high frequency hereafter.

The diversity of temporal disaggregation methods can be narrowed by putting the methods in
a two-step framework: First, a preliminary quarterly series p has to be determined; second, the

1Currently, there is no support for temporal disaggreation methods with a contemporaneous constraint
(Di Fonzo, 1994).

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859

http://CRAN.R-project.org/package=tempdisagg


CONTRIBUTED RESEARCH ARTICLES 81

Methods Ecotrim Matlab add-on RATS add-on tempdisagg

Chow-Lin (max. log) H#    
Chow-Lin (min. RSS)   #  
Fernández     
Litterman (max. log) H#    
Litterman (min. RSS)   #  
Denton-Cholette G# H# #  
Denton # G# #  
Contemporaneous constraint G# G# # #

Table 1: Software packages ( /G#/H#/#: full/partial/erroneous/no implementation).

differences between the annual values of the preliminary series and the annual values of the observed
series have to be distributed among the preliminary quarterly series. The sum of the preliminary
quarterly series and the distributed annual residuals yields the final estimation of the quarterly series,
ŷ. Formally,

ŷ = p + Dul . (1)

D is a n× nl distribution matrix, with n and nl denoting the number of quarterly and annual obser-
vations, respectively. ul is a vector of length nl and contains the differences between the annualized
values of p and the actual annual values, yl :

ul ≡ yl − Cp . (2)

Multiplying the nl × n conversion matrix, C, with a quarterly series performs annualization . With two
years and eight quarters, and annual values representing the sum of the quarterly values (e.g. GDP),
the conversion matrix, C, is constructed the following way:2

C =

[
1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1

]
. (3)

Equation (1) constitutes a unifying framework for all disaggregation methods. The methods differ
in how they determine the preliminary series, p, and the distribution matrix, D. Table 2 summarizes
the differences in the calculation of p and D. We will discuss them in turn.

Preliminary series

The methods of Denton and Denton-Cholette use a single indicator as their preliminary series:

p = X , (4)

where X is a n× 1 matrix. As a special case, a constant (e.g. a series consisting of only 1s in each
quarter) can be embodied as an indicator, allowing for temporal disaggregation without high frequency
indicator series.

The regression-based methods Chow-Lin, Fernandez and Litterman perform a Generalized Least
Squares Regression (GLS) of the annual values, yl , on the annualized quarterly indicator series, CX.
In this case, X represents a n× m matrix, where m denotes the number of indicators (including a
possible constant). For a given variance-covariance matrix, Σ, the GLS estimator, β̂, is calculated in the
standard way (the estimation of Σ is discussed below):

β̂(Σ) =
[

X′C′(CΣC′)−1CX
]−1

X′C′(CΣC′)−1yl . (5)

The critical assumption of the regression-based methods is that the linear relationship between the
annual series CX and yl also holds between the quarterly series X and y. Thus, the preliminary series
is calculated as the fitted values of the GLS regression:

p = β̂X . (6)

2Generally, for annual values representing the sum of the quarterly values, C is constructed as Inl ⊗ [1, 1, 1, 1],
the Kronecker product of an identity matrix of size nl and a transposed vector of length n/nl (4, in the present
case). If instead of sums, annual values are averages of the quarterly values, the transposed vector becomes
[0.25, 0.25, 0.25, 0.25]. If annual values are equal to the first or the last quarterly value, the vector is [1, 0, 0, 0] or
[0, 0, 0, 1], respectively.
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Methods p D Σ

denton X Σ C′(C Σ C′)−1 Σ D

denton-cholette X DD C

chow-lin-maxlog, chow-lin-minrss-ecotrim, β̂X Σ C′(C Σ C′)−1 Σ CL(ρ)
chow-lin-minrss-quilis

litterman-maxlog, litterman-minrss β̂X Σ C′(C Σ C′)−1 Σ L(ρ)

fernandez β̂X Σ C′(C Σ C′)−1 Σ L(0)

Table 2: Methods for temporal disaggregation.

Distribution matrix

With the exception of Denton-Cholette, the distribution matrix of all temporal disaggregation methods
is a function of the variance-covariance matrix, Σ:

D = Σ C′(C Σ C′)−1 . (7)

The Denton methods minimize the squared absolute or relative deviations from a (differenced)
indicator series, where the parameter h defines the degree of differencing. For the additive Denton
methods and for h = 0, the sum of the squared absolute deviations between the indicator and the
final series is minimized. For h = 1, the deviations of first differences are minimized, for h = 2, the
deviations of the differences of the first differences, and so forth. For the proportional Denton methods,
deviations are measured in relative terms.

For the additive Denton method with h = 1, the variance-covariance matrix has the following
structure:

Σ D = (∆′∆)−1 =


1 1 · · · 1
1 2 · · · 2
...

...
. . .

...
1 2 · · · n

 , (8)

where ∆ is a n× n difference matrix with 1 on its main diagonal, −1 on its first subdiagonal and 0
elsewhere. For h = 2, ∆′∆ is multiplied by ∆′ from the left and ∆ from the right side. For h = 0, it is
the identity matrix of size n.

Denton-Cholette is a modification of the original approach and removes the spurious transient
movement at the beginning of the resulting series. While generally preferable, the calculation of the
distribution matrix, DD C, does not fit into the simple framework (see Dagum and Cholette, 2006, pp.
136, for an extensive description).

Chow-Lin assumes that the quarterly residuals follow an autoregressive process of order 1 (AR1),
i.e., ut = ρut−1 + εt, where ε is WN(0, σε) (with WN denoting White Noise) and |ρ| < 1. The resulting
covariance matrix has the following form:

Σ CL(ρ) =
σ2

ε

1− ρ2 ·


1 ρ · · · ρn−1

ρ 1 · · · ρn−2

...
...

. . .
...

ρn−1 ρn−2 · · · 1

 . (9)

The estimation of Σ CL thus requires the estimation of an AR1 parameter ρ, which will be discussed in
the next section. The variance, σ2

ε , cancels out and does not affect the calculation of neither D nor β̂.

The remaining methods deal with cases when the quarterly indicators and the annual series
are not cointegrated. Fernandez and Litterman assume that the quarterly residuals follow a non-
stationary process, i.e. ut = ut−1 + vt, where v is an AR1 (vt = ρvt−1 + εt, where ε is WN(0, σε)).
Fernandez is a special case of Litterman, where ρ = 0, and, therefore, u follows a random walk. The
variance-covariance matrix can be calculated as follows:

ΣL(ρ) = σ2
ε

[
∆′H(ρ)′H(ρ)∆

]−1 , (10)

where ∆ is the same n× n difference matrix as in the Denton case; H(ρ) is a n× n matrix with 1 on its
main diagonal, −ρ on its first subdiagonal and 0 elsewhere. For the special case of Fernandez, with
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ρ = 0, the resulting covariance matrix has the following form:

Σ L(0) = σ2
ε · (∆′∆)−1 = σ2

ε · ΣD . (11)

Estimating the autoregressive parameter

There are several ways to estimate the autoregressive parameter ρ in the Chow-Lin and Litterman
methods. An iterative procedure has been proposed by Chow and Lin (1971). It infers the parameter
from the observed autocorrelation of the low frequency residuals, ul .

In a different approach, Bournay and Laroque (1979, p. 23) suggest the maximization of the
likelihood of the GLS-regression:

L(ρ, σ2
ε , β) =

exp
[
− 1

2 u′l (C Σ C′)−1 ul

]
(2π)nl /2 · [det (C Σ C′)]1/2 , (12)

where ul is given by Eq. (2) and (6). β̂ turns out to be the GLS estimator from Eq. (5). The maximum
likelihood estimator of the autoregressive parameter, ρ̂, is a consistent estimator of the true value, thus
it has been chosen as the default estimator. However, in some cases, ρ̂ turns out to be negative even if
the true ρ is positive. Thus, by default, tempdisagg constrains the optimization space for ρ to positive
values.

A final approach is the minimization of the weighted residual sum of squares, as it has been
suggested by Barbone et al. (1981):

RSS(ρ, σ2
ε , β) = u′l

(
C Σ C′

)−1 ul . (13)

Contrary to the maximum likelihood approach, σ2
ε does not cancel out. The results are thus sensitive to

the specification of Σ, with different implementations leading to different but inconsistent estimations
of ρ.

The tempdisagg package

The selection of a temporal disaggregation model is similar to the selection of a linear regression
model. Thus, td, the main function of the package, closely mirrors the working of the lm function
(package stats), including taking advantage of the formula interface.3

td(formula, conversion = "sum", to = "quarterly", method = "chow-lin-maxlog",
truncated.rho = 0, fixed.rho = 0.5, criterion = "proportional", h = 1,
start = NULL, end = NULL, ...)

The left hand side of the formula denotes the low frequency series, the right hand side the indicators.
If no indicator is specified, the right hand side must be set equal to 1. The variables can be entered
as time series objects of class "ts" or as standard vectors or matrices. If entered as "ts" objects, the
resulting series will be "ts" objects as well.

The conversion argument indicates whether the low frequency values are sums, averages, first or
last values of the high frequency values ("sum" (default), "average", "first" or "last", respectively).
The method argument indicates the method of temporal disaggregation, as shown in Table 2 (see ?td
for a complete listing of methods). The to argument indicates the high frequency destination as a
character string ("quarterly" (default) or "monthly") or as a scalar (e.g. 2, 7, for year-semester or
week-day conversion). It is only required if no indicator series is specified (Denton methods), or if
standard vectors are used instead of time series objects. Finally, you can set an optional start or end
date. This is identical to pre-processing the input series with window.

td returns an object of class "td". The function predict computes the disaggregated high frequency
series, ŷ. If the high frequency indicator series are longer than the low frequency series, the resulting
series will be extrapolated.

The implementation of tempdisagg follows the same notation and modular structure as the
exposure in the previous section. Internally, td uses the optimize function (package stats) to solve
the one-dimensional optimization problem at the core of the Chow-Lin and Litterman methods.
For GLS estimation, td uses an efficient and nummerically stable algorithm that is based on the
qr-decomposition (Paige, 1979).

3There is no data argument in td, however. Because td is working with series of different length and frequencies,
it is not possible to combine them in a single "data.frame".
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An example

Suppose we have an annual series and want to create quarterly values that sum up to the annual values.
Panel 1 of Fig. 1 depicts annual sales of the pharmaceutical and chemical industry in Switzerland,
sales.a, from which we want to create a quarterly series. The following example demonstrates the
basic use of tempdisagg. It can also be run by demo(tempdisagg).

The most simple method is "denton-cholette" without an indicator series. It performs a simple
interpolation that meets the temporal additivity constraint. In R, this can be done the following way:

> library(tempdisagg)
> data(swisspharma)
> m1 <- td(sales.a ~ 1, to = "quarterly", method = "denton-cholette")
> predict(m1)

td produces an object of class "td". The formula, sales.a ~ 1, indicates that our low frequency
variable, sales.a, will be disaggregated with a constant, 1 (see ?formula for the handling of the
intercept in the formula interface). The resulting quarterly values of sales can be extracted with the
predict function. As there is no additional information on quarterly movements, the resulting series
is very smooth (Panel 2 of Fig. 1).

While this purely mathematical approach is easy to perform and does not need any other data
series, the economic value of the resulting series may be limited. There might be a related quarterly
series that follows a similar movement than sales. For example, we may use quarterly exports of
pharmaceutical and chemical products, exports.q (Panel 3 of Fig. 1):

> m2 <- td(sales.a ~ 0 + exports.q, method = "denton-cholette")

Because we cannot use more than one indicator with the "denton-cholette" (or "denton") method,
the intercept must be specified as missing in the formula (0). Contrary to the first example, the to
argument is redundant, because the destination frequency can be interfered from the time series
properties of exports.q. Applying the predict function to the resulting model leads to a much more
interesting series, as shown in Panel 4 of Fig. 1. As the indicator series is longer than the annual series,
there is an extrapolation period, in which quarterly sales are forecasted.

With an indicator, the "denton-cholette" method simply transfers the movement of the indicator
to the resulting series. Even if in fact there were no correlation between the two series, there would be a
strong similarity between the indicator and the resulting series. In contrast, regression based methods
transfer the movement only if the indicator series and the resulting series are actually correlated on
the annual level. For example, a Chow-Lin regression of the same problem as above can be performed
the following way:

> m3 <- td(sales.a ~ exports.q)

As "chow-lin-maxlog" is the default method, it does not need to be specified. Like with the corre-
sponding lm method, summary produces an overview of the regression:

> summary(m3)

Call:
td(formula = sales.a ~ exports.q)

Residuals:
Min 1Q Median 3Q Max

-77.892 -7.711 -4.628 9.647 36.448

Coefficients:
Estimate Std. Error t value Pr(>|t|)

(Intercept) 1.241e+01 1.493e+00 8.311 1.06e-09 ***
exports.q 1.339e-02 1.672e-04 80.111 < 2e-16 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

'chow-lin-maxlog' disaggregation with 'sum' conversion
36 low-freq. obs. converted to 146 high-freq. obs.
Adjusted R-squared: 0.9946 AR1-Parameter: 0 (truncated)

There is indeed a strong correlation between exports and sales, as it has been assumed in the
"denton-cholette" example above. The coefficient of exports.q is highly significant, and the very
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Panel 1: annual series
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Panel 2: Denton−Cholette disaggregation without an indicator series
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Panel 3: quarterly indicator series
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Panel 4: Denton−Cholette disaggregation with an indicator series
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Panel 5: Chow−Lin disaggregation
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Panel 6: true quarterly series
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Figure 1: Disaggregating an annual series to quarterly series with no or one indicator series.
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high adjusted R2 points to a strong relationship between the two variables. The coefficients are the
result of a GLS regression between the annual series. The AR1 parameter, ρ, was estimated to be
negative; in order to avoid the undesirable side-effects of a negative ρ, it has been truncated to 0 (This
feature can be turned off). Again, with the predict function, we can extract the resulting quarterly
series of sales (Panel 5 of Fig. 1). Like all regression based methods, "chow-lin-maxlog" can also be
used with more than one indicator series:

> m4 <- td(formula = sales.a ~ exports.q + imports.q)

In our example, we actually know the true data on quarterly sales, so we can compare the estimated
values to the true values. With an indicator series, both the Denton method and Chow-Lin produce
a series that is close to the true series (Panel 6 of Fig. 1). This is, of course, due to fact that in this
example, exports are a good indicator for sales. If the indicator is less close to the series of interest, the
resulting series will be less close to the true series.

Summary

tempdisagg implements the standard methods for temporal disaggregation. It offers a way to disag-
gregate a low frequency time series into a higher frequency series, while either the sum, the average,
the first or the last value of the resulting high frequency series is consistent with the low frequency
series. Temporal disaggregation can be performed with or without the help of one or more high
frequency indicators. If good indicators are at hand, the resulting series may be close to the true series.
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Dynamic Parallelization of R Functions
by Stefan Böhringer

Abstract R offers several extension packages that allow it to perform parallel computations. These
operate on fixed points in the program flow and make it difficult to deal with nested parallelism and
to organize parallelism in complex computations in general. In this article we discuss, first, of how to
detect parallelism in functions, and second, how to minimize user intervention in that process. We
present a solution that requires minimal code changes and enables to flexibly and dynamically choose
the degree of parallelization in the resulting computation. An implementation is provided by the R
package parallelize.dynamic and practical issues are discussed with the help of examples.

Introduction

The R language (Ihaka and Gentleman, 1996) can be used to program in the functional paradigm,
i.e. return values of functions only depend on their arguments and values of variables bound at the
moment of function definition. Assuming a functional R program, it follows that calls to a given set
of functions are independent as long as their arguments do not involve return values of each other.
This property of function calls can be exploited and several R packages allow to compute function
calls in parallel, e.g. packages parallel, Rsge (Bode, 2012) or foreach (Michael et al., 2013; Revolution
Analytics and Weston, 2013). A natural point in the program flow where to employ parallelization is
where use of the apply-family of functions is made. These functions take a single function (here called
the compute-function) as their first argument together with a set of values as their second argument
(here called the compute-arguments) each member of which is passed to the compute-function. The
calling mechanism guarantees that function calls cannot see each others return values and are thereby
independent. This family includes the apply, sapply, lapply, and tapply functions called generically
Apply in the following. Examples of packages helping to parallelize Apply functions include parallel
and Rsge among others and we will focus on these functions in this article as well.

In these packages, a given Apply function is replaced by a similar function from the package that
performs the same computation in a parallel way. Fixing a point of parallelism introduces some
potential problems. For example, the bootstrap package boot (Davison and Hinkley, 1997; Canty
and Ripley, 2013) allows implicit use of the parallel package. If bootstrap computations become
nested within larger computations the parallelization option of the boot function potentially has to be
changed to allow parallelization at a higher level once the computation scenario changes. In principle,
the degree of parallelism could depend on parameter values changing between computations thereby
making it difficult to choose an optimal code point at which to parallelize. Another shortcoming of
existing solutions is that only a single Apply function gets parallelized thereby ignoring parallelism
that spans different Apply calls in nested computations. The aim of this paper is to outline solutions
that overcome these limitations. This implies that the parallelization process should be as transparent
as possible, i.e. requiring as little user intervention as necessary. An ideal solution would therefore
allow the user to ask for parallelization of a certain piece of code and we will try to approximate
this situation. Potential benefits for the user are that less technical knowledge is required to make
use of parallelization, computations can become more efficient by better control over the scaling of
parallelization, and finally programs can better scale to different resources, say the local machine
compared to a computer cluster.

This article is organized as follows. We first give further motivation by an example that highlights
the problems this approach seeks to address. We then outline the technical strategy needed to
determine the parallelism in a given function call. After that, trade-offs introduced by such a strategy
are discussed. We conclude by benchmarking two examples and discussing important practical issues
such as deviations of R programs from the functional programming style.

Dynamic parallelism in R functions

Let us start by looking at an example that tries to condense real-world problems in short, self-contained
code which illustrates issues to be solved. Regression analyses are performed on the iris data set as
follows.

Example 1

Lapply <- lapply
Sapply <- sapply
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library(sets)
data(iris)
d <- iris; response <- 'Species'; R <- .01; Nl <- 1e1; Nu <- 1e5

vars <- setdiff(names(d), response)
responseLevels <- levels(d[[response]])

minimax <- function(v, min = -Inf, max = Inf)
ifelse(v < min, min, ifelse(v > max, max, v))

N <- function(p, r = R)
(2 * qnorm(p, lower.tail = FALSE)/r)^2 * (1 - p)/p

analysis <- function(data, vars) {
f1 <- as.formula(sprintf('%s ~ %s', response, paste(vars, collapse = ' + ')));
f0 <- as.formula(sprintf('%s ~ 1', response));
a <- anova(glm(f0, data = data), glm(f1, data = data), test = 'Chisq')
p.value <- a[['Pr(>Chi)']][[2]]

}
permute <- function(data, vars, f, ..., M) {
ps <- Sapply(0:M, function(i, data, vars, f, ...) {
if (i > 0) data[, vars] <- data[sample(nrow(data)), vars];
f(data, vars, ...)

}, data, vars, f, ...)
p.data <- ps[1]
ps <- ps[-1]
list(p.raw = p.data, p.emp = mean(ps[order(ps)] < p.data))

}
subsetRegression <- function() {
r <- Lapply(responseLevels, function(l) {
subsets <- as.list(set_symdiff(2^as.set(vars), 2^set()))
r1 <- Sapply(subsets, function(subset) {
d[[response]] = d[[response]] == l
p.value <- analysis(d, unlist(subset))
unlist(permute(d, unlist(subset), analysis,
M = as.integer(minimax(N(p.value), Nl, Nu))))

})
output <- data.frame(subset = sapply(subsets, function(s)

paste(s, collapse = '+')), t(r1))
})
names(r) <- responseLevels
r

}
print(subsetRegression())

Variable Species is dichotomized for all of its levels and a subset analysis is performed by re-
gressing these outcomes on all possible subsets of the other variables (function analysis). Also a
permutation based P-value is computed (function permute) and the number of iterations depends
on the raw P-value (praw) from the original logistic regression. Here, the number of iterations is
chosen to control the length of the confidence interval for the permutation P-value (cil , ciu) so that
(ciu − cil)/praw < r (in probability), where r is a chosen constant (function N). To ensure robustness,
the resulting number is constrained within an integer interval (function minimax).

Analyzing computational aspects of this code, we first note that our most global models are
represented by response levels, in this case three, constituting a low level of parallelization. Second,
the subset models vary in size, in this case by a factor of four. Third, the parallelism of permutation
computations is data dependent and cannot be determined beforehand. It is thus not straightforward
to choose a good point at which to parallelize. Finally, observe that we have copied the symbols
sapply and lapply to upper-cased symbols and used them in places where parallelization is desirable.
The sapply used for computing the variable output has not been marked in this way as it constitutes a
trivial computation. The remainder of the article is concerned with achieving the goals stated above
for a program for which desirable parallelization has been marked as in the code above.
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Figure 1: Abstraction of program flow with the following symbol semantics. Circles: entry points
into or return points from functions; downward arrows: function calls; tables: Apply function calls;
upward arrows: return path from functions; square: end of computation. Further explanation in text.

Dynamic analysis

Parallelism in programs can be detected by static analysis of source code (e.g. Cooper and Torczon,
2011) or by dynamic analysis (e.g. Ernst, 2003) the latter relying on execution of the code at hand and
the analysis of data gleaned from such executions. Example 1 motivates the use of dynamic analysis
and we discuss static analysis later. In cases where parallelism is data dependent, dynamic analysis is
the only means to precisely determine the level of parallelism. On the other hand also in cases where
parallelism is known or can be determined by inexpensive computations, dynamic analysis has the
advantage of convenience as the user is not responsible for making decisions on parallelization.

In the following, dynamic analysis is performed on Apply functions marked as in Example 1. The
overarching idea is to run the program but stop it in time to determine the degree of parallelism while
still having spent only little computation time. Like in existing packages the assumption is made that
the functional style is followed by the called functions, i.e. they do not exert side-effects nor depend on
such.

Abstract program flow

Figure 1 depicts the program flow as seen in the parallelization process. Given code becomes a
sequence of linear code (circles) leading to an Apply function, the Apply-function (table), and linear
code executed thereafter (circles). This pattern repeats whenever Apply functions are nested. For
now, we ignore the case where Apply functions are called sequentially as this case is not interesting
for understanding the algorithm. We call code leading to a given Apply call the ramp-up and code
executed after the Apply the ramp-down such that every program can be seen as an execution ramp-up –
Apply – ramp-down. The task of dynamic analysis is to select the ”best” Apply function, then separate
execution into ramp-up – Apply – ramp-down, and perform the computation. Then, calls resulting from
the selected Apply can be computed in parallel.

Algorithm

We now outline an abstract algorithm for implementing this program flow. Specific details about
R-specific behavior are given in the implementation section. The problem is solved by re-executing
the code several times – a choice that is justified below. The re-executions involve custom Apply
functions which replace the original implementations with the ability to return execution to higher
level Apply functions without executing the ramp-down, namely code following the Apply (escaping).
The following re-executions take place:
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• Probing (ramp-up): determine the level of parallelism, stop

• Freezing (ramp-up): save calls from Applys for parallel execution, stop

• Recovery (ramp-down): replace calls that were parallelized with stored results, continue execu-
tion

Between the freezing and recovery steps, parallel computations are performed.

Probing

Probing potentially involves several re-executions as parallelism is determined for increasing nesting
levels. For a given nesting level, probing simply stores the number of elements passed to the Apply
calls at the specified nesting level and returns to the higher level. The sum of these elements is the
level of parallelism achievable at that nesting level. If higher degree of parallelism is desired probing
is repeated at a deeper nesting level.

Freezing

After a nesting level is chosen in the probing step, execution is stopped again in Apply calls at that
nesting level. The calls that the Apply would generate are stored as unevaluated calls in a so-called
freezer object.

Parallel execution

Parallel execution is controlled by a backend object. Similarly to the foreach package, several options
are available to perform the actual computations (e.g. snow Tierney et al., 2013, or batch queuing
systems).

Recovery

During recovery, execution is stopped at the same position as in the freezing step. These time results
computed during parallel execution are retrieved and returned instead of evaluating function calls.
Finally the whole computation returns with the final result.

Corner cases

If the requested level of parallelism exceeds the available parallelism, the computation will already
finish in the probing step. This is because the probing level exceeds the nesting level at some point and
execution will not be stopped. In this case the computation is performed linearly (actually sub-linearly
because of the repeated re-executions).

When all results have been retrieved in the recovery step, the algorithm can switch back to probing
and parallelize Apply code sequential to the first hierarchy of Apply calls. If no such Apply calls are
present probing will compute the result linearly thus not incurring a performance penalty.

Implementation of R package parallelize.dynamic

The parallelization implementation is split into a so-called front-end part which implements the
algorithm described above and a backend part which performs parallel execution. Currently, there are
backends for local execution (local backend) which executes linearly, parallel execution on snow clusters
(snow backend), and a backend for execution on Sun Grid Engine or Open Grid Scheduler batch queuing
systems (OGSremote backend). This is a similar approach to the foreach package and potentially code
can be shared between the packages. Back-ends are implemented as S4-classes and we refer to the
package documentation for details on how to implement new backends.

API

Dynamic analysis of parallelism is performed by making use of replacements of Apply functions
similar to existing packages. In this implementation, replacement functions have the same name as
replaced functions with an upper case first letter, referred to as Apply functions. The new functions
have exactly the same programming interface and the same semantics (i.e. they compute the same
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recover state, depth 1
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probe, depth 2 run, depth 2

Figure 2: Exceptions used in the process of parallelization. Plus symbols indicate exception handlers
and dotted lines indicate exceptions. See Figure 1 for explanation of other symbols.

result) as the replaced functions, which is a difference to similar packages. One advantage is that
programs can be very quickly adapted for parallel execution and the mechanism can be turned of by
re-instating the original function definitions for Apply functions as done in Example 1.

Global state

In order to perform probing, freezing and recovery Apply functions maintain a global state containing
the current position in the program flow. This is defined by the nesting level and an index number
counting Apply calls seen so far. Probing and freezing maintain additional state, respectively. During
probing, the number of elements passed to the Apply call under investigation is stored, during freezing,
unevaluated calls resulting from the parallelized Apply call are stored.

Escaping

Probing and freezing need the ability to skip the ramp-down as they did not compute any results yet.
This capability is implemented using the R exception handling mechanism defined by the functions
try/ stop. Any Apply that needs to escape the ramp-down issues a call to stop that is caught by a try
call that was issued in a higher-level Apply. As this disrupts normal program flow, execution can later
not be resumed at the point where stop was called, requiring re-execution of the whole code. Figure 2
illustrates the use of exception handling.

Freezing

The freezing mechanism is defined by a reference class (LapplyFreezer) which stores unevaluated
calls for parallel execution and results of these calls. The base class simply stores unevaluated calls
and results as R objects. Subclasses that store results on disk (LapplyPersistentFreezer) or defer
generation of individual calls from Apply calls to the parallel step (LapplyGroupingFreezer) exist and
can be paired with appropriate backends.

Lexical scoping and lazy evaluation

R allows the use of variables in functions that are not part of the argument list (unbound variables).
Their values are resolved by lexical scoping, i.e. a hierarchy of environments is searched for the first
definition of the variable. This implies that all environments including the global environment would
potentially have to be available when a parallel function call is executed to guarantee resolution
of variable values. As for the snow and OGS backends execution takes place in different processes
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transferring these environments often constitutes unacceptable overhead. Therefore, if unbound
variables are used with these backends the option copy_environments can be set to TRUE to force
copying of environments. This mechanism constructs a new environment that only contains variables
unbound in parallel function calls and computes their values using get in the correct environment.
This is a recursive process that has to be repeated for functions called by compute-functions and is
possibly expensive (compare Example 1). Potentially, these variables could be part of expressions
that are evaluated lazily, i.e. values of these expressions should only be computed later when the
expression is assigned to a variable. Code relying on the semantics of lazy evaluation could therefore
work incorrectly.

A way to avoid copying of environments is to not use unbound variables in compute-functions.
Functions called from compute-functions are allowed to contain unbound variables as long as they
are bound by any calling function. The copy_environments option helps to minimize code changes to
achieve parallelization but its use is not recommended in general (see discussion of Example 1 below).

Package and source dependencies

The copy_environments option can be used to ensure that function definitions are available in the
parallel jobs. However, this mechanism avoids copying functions defined in packages as pack-
ages might contain initialization code containing side-effects upon which these functions could
depend. Instead, required packages have to be specified either as an element in the configuration
list passed to parallelize_initialize or as the libraries argument of parallelize_initialize.
Similarly, the sourceFiles component of the configuration list or the sourceFiles argument of
parallelize_initialize specify R scripts to be sourced prior to computing the parallel job.

Examples

Example 1 continued

We continue Example 1 by extending it for use with package parallelize.dynamic. Parallelization
is initialized by a call to parallelize_initialize. The following code has to replace the call to
subsetRegression in Example 1.

library(parallelize.dynamic)
Parallelize_config <- list(
libraries = 'sets',
backends = list(snow = list(localNodes = 8, stateDir = tempdir()))

)
parallelize_initialize(Parallelize_config,
backend = 'snow',
parallel_count = 32,
copy_environments = TRUE

)
print(parallelize_call(subsetRegression()))

It is good practice to put the definition of Parallelize_config into a separate file and describe
all resources available to the user there. This file can then be sourced into new scripts and the
call to parallelize_initialize can quickly switch between available resources by specifying the
appropriate backend.

Backend #Parallel jobs Time Speed-up

OGSremote 3 9129 sec 1.00
OGSremote 15 6073 sec 1.50
OGSremote 50 6206 sec 1.47

Table 1: Time is the absolute waiting time by the user averaged across two runs. Speed-up is relative to
the first line.

The example is benchmarked on a four-core machine (Intel Core i7) running the Open Grid Scheduler
(OGS; Open Grid Scheduler Development Team, 2013). In this example, we investigate the influence
of varying the number of parallel jobs generated. Results are listed in Table 1 and times include all
waiting times induced by polling job-statuses and wait times induced by OGS (on average each job
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waits 15 seconds before being started). The number of parallel jobs reflects parallelism in the program.
For three jobs, each of the response levels is analyzed in parallel. Fifteen is the number of subsets
of the covariates so that in this scenario the second level is parallelized (Sapply over the subsets).
Fifty exceeds the number of subset-scenarios (45 subsets in total) so that the Sapply within permute is
parallelized. Note, that in the last scenario execution is truly dynamic as the number of permutations
depends on the generalized linear model (glm) computed on each subset. This implies that this glm
is repeatedly computed during the re-executions, creating additional overhead. Choosing 15 jobs
instead of three makes better use of the processing power so that speed-up is expected, a job count of
50 results in about the same wait time.

Increasing job counts beyond the number of parallel resources can increase speed if the parallel
jobs differ in size and the overall computation depends on a single, long critical path. This path
can potentially be shortened by splitting up the computation into more pieces. In this example,
we could not benefit from such an effect. On the other hand, should we run the computation on a
computer cluster with hundreds of available cores, we could easily create a similar amount of jobs to
accommodate the new situation.

For the sake of demonstrating that the package can handle code with almost no modification, we
allowed for unbound, global variables (i.e. functions use globally defined variables that are not passed
as arguments). This forced us to use the copy_environments = TRUE option that makes the package
look for such variables and include their definition into the job that is later executed. It is better
practice in terms of using this package but also in terms of producing reproducible code in general to
pass data and parameters needed for a computation explicitly as arguments to a function performing a
specific analysis (analysis-function). We could also define all needed functions called from the analysis-
function in separate files and list these under the sourceFiles key in the Parallelize_config variable.
The package can then establish a valid compute environment by sourcing the specified files, loading
listed libraries and transferring arguments of the analysis-function in which case we would not
have to use the copy_environments = TRUE option. As a convenience measure the definition of the
analysis-function itself is always copied by the package.

Example 2

The second example mimics the situation in Figure 1. It is more or less purely artificial and is meant to
illustrate the overhead induced by the parallelization process.

parallel8 <- function(e) log(1:e) %*% log(1:e)
parallel2 <- function(e) rep(e, e) %*% 1:e * 1:e
parallel1 <- function(e) Lapply(rep(e, 15), parallel2)
parallel0 <- function() {
r <- sapply(Lapply(1:50, parallel1), function(e) sum(as.vector(unlist(e))))
r0 <- Lapply(1:49, parallel8)
r

}

parallelize_initialize(Lapply_config, backend = 'local')
r <- parallelize(parallel0)

Backend #Parallel jobs Time

off 24 0.01 sec
local 24 0.14 sec
snow 24 19.80 sec
OGSremote 24 29.07 sec

Table 2: Time is the absolute waiting time by the user averaged across at least 10 runs.

Again, a call to parallelize_initialize defines parameters of the parallelization and determines
the backend. Function parallelize then executes the parallelization. Arguments to parallelize
are the function to parallelize together with arguments to be passed to that function. Results from
benchmark runs are shown in Table 2 and again absolute clock times are listed, i.e. time measured
from starting the computation until the result was printed. snow and OGSremote backends were run
on an eight core machine with Sun Grid Engine 6.2 installed with default settings. parallelize was
configured to produce 24 parallel jobs. off in Table 2 denotes time for running without any paralleliza-
tion. This can always be achieved by calling parallelize_setEnable(F) before parallelize which
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replaces the Apply functions by their native versions and parallelize by a function that directly
calls its argument. The local backend performs parallelization but executes jobs linearly, thereby
allowing to measure overhead. In this example overhead is ∼ 0.13 seconds which is large in relative
terms but unproblematic if the computation becomes larger. This overhead is roughly linear in the
number of jobs generated. Comparing snow and OGSremote backends we can judge the setup time of
these backends for their parallel jobs. It took snow a bit below a second and OGSremote a bit above
a second to setup and run a job. It should be noted that the batch queuing characteristics are very
influential for the OGSremote backend. This instance of the Sun Grid Engine was configured to run
jobs immediately upon submission. This example does not transfer big data sets which would add to
overhead, however, it seems plausible that an overhead of at most a couple of seconds per job makes
parallelization worthwhile even for smaller computations in the range of many minutes to few hours.

Discussion & outlook

Limitations

Using the parallelize.dynamic package, existing code can be made to run in parallel with minimal
effort. Certain workflows do not fit the computational model assumed here. Most notably the
cost of the ramp-up determines the overhead generated by this package and might render a given
computation unsuitable for this approach. In many cases re-factoring of the code should help to
mitigate such overhead, however, this would render the point of convenience moot. It should also be
pointed out that for a given computation for which time can be invested into choosing the code point
at which to parallelize carefully and subsequently using packages like parallel or foreach should
result in a more efficient solution.

Technical discussion

One way to reduce the cost of ramp-ups is to pull out code from nested loops and pre-compute
their values, if possible. To help automate such a step, static code analysis can be used to separate
computational steps from ramp-ups by analyzing code dependencies. Another option would be to
extent the R language with an option to manipulate the “program counter”, which would allow to
resume code execution after a parallelization step in a very efficient manner. Such a change seems not
straightforward but could also benefit debugging mechanisms.

All parallelization packages rely on function calls that are executed in parallel not to have side-
effects themselves or to depend on such. It would be impractical to formally enforce this with
the language features offered by R. Again, a language extension could enforce functional behavior
efficiently, i.e. only the current environment (stack frame) may be manipulated by a function. For now,
some care has to be taken by the user, however, this does not seem to be a big problem in practice.
For most “statistical” applications such as simulations, bootstrapping, permutations or stochastic
integration a reasonable implementation should naturally lead to side-effect free code.

Is a fully transparent solution possible? Replacing native apply functions directly with paral-
lelization ones would have the benefit of requiring no modifications of the code at all. The current
implementation would certainly suffer from too great an overhead, however, it is conceivable that
profiling techniques (measuring computing time of individual function calls) could be used to gather
prior knowledge on computational behavior of “typical” code allowing to exclude certain apply calls
from the parallelization process. This seems a very challenging approach and requires extensive
further efforts.

Conclusions

In the author’s experience, most standard statistical workloads can easily be adapted to this paral-
lelization approach and subsequently scale from the local machine to mid-size and big clusters without
code modifications. Once standard configurations for the use of a local batch queuing system at a
given site are created, this package can potentially dramatically broaden the audience that can make
use of high performance computing.

As a final note, R is sometimes criticized for being an inefficient programming language which can
be attributed to highly dynamic language features. The current implementation makes liberal use of
many such features most notably introspection features to create unevaluated calls and perform their
remote execution. The roughly 1000 lines of implementation (split roughly evenly between front-end
and backend) demonstrate that these features are powerful and allow to execute a project such as
this with a small code base. Also, the functional programming paradigm implemented in R allows
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for a natural attacking point of parallelization. This can be exploited to gain computational speed
in a highly automatized way, a mechanism that is hard to imitate in procedural languages which
traditionally have stakes in high performance computing.

Summary

In many practical situations it is straightforward to parallelize R code. This article presents an
implementation that reduces user intervention to a minimum and allows us to parallelize code by
passing a given function call to the parallelize_call function. The major disadvantage of this
implementation is the induced overhead which can often be reduced to a minimum. Advantages
include that potentially little technical knowledge is required, computations can become more efficient
by better control over the amount of parallelization, and finally that programs can be easily scaled to
available resources. Future work is needed to reduce computational overhead and to complement this
dynamic with a static analysis.

Bibliography

D. Bode. Rsge: Interface to the SGE Queuing System, 2012. URL http://CRAN.R-project.org/package=
Rsge. R package version 0.6.3. [p88]

A. Canty and B. D. Ripley. boot: Bootstrap R (S-Plus) Functions, 2013. R package version 1.3-9. [p88]

K. Cooper and L. Torczon. Engineering a Compiler. Elsevier, Jan. 2011. ISBN 9780080916613. [p90]

A. C. Davison and D. V. Hinkley. Bootstrap Methods and Their Applications. Cambridge University Press,
Cambridge, 1997. URL http://statwww.epfl.ch/davison/BMA/. ISBN 0-521-57391-2. [p88]

M. D. Ernst. Static and dynamic analysis: Synergy and duality. In WODA 2003: ICSE Workshop on
Dynamic Analysis, pages 24–27, 2003. URL http://citeseerx.ist.psu.edu/viewdoc/download?
doi=10.1.1.182.5350&rep=rep1&type=pdf#page=25. [p90]

R. Ihaka and R. Gentleman. R: A language for data analysis and graphics. Journal of Computational
and Graphical Statistics, 5(3):299–314, 1996. URL http://www.tandfonline.com/doi/abs/10.1080/
10618600.1996.10474713. [p88]

K. Michael, J. W. Emerson, and S. Weston. Scalable strategies for computing with massive data. Journal
of Statistical Software, 55(14):1–19, 2013. URL http://www.jstatsoft.org/v55/i14. [p88]

Open Grid Scheduler Development Team. Open Grid Scheduler: The official open source grid engine,
2013. URL http://gridscheduler.sourceforge.net/. [p93]

Revolution Analytics and S. Weston. foreach: Foreach Looping Construct for R, 2013. URL http://CRAN.R-
project.org/package=foreach. R package version 1.4.1. [p88]

L. Tierney, A. J. Rossini, N. Li, and H. Sevcikova. snow: Simple Network of Workstations, 2013. URL
http://CRAN.R-project.org/package=snow. R package version 0.3-13. [p91]

Stefan Böhringer
Leiden University Medical Center
Department of Medical Statistics and Bioinformatics
Postzone S-5-P, P.O.Box 9600
2300 RC Leiden
The Netherlands
correspondence at s-boehringer.org

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859

http://CRAN.R-project.org/package=Rsge
http://CRAN.R-project.org/package=Rsge
http://statwww.epfl.ch/davison/BMA/
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.182.5350&rep=rep1&type=pdf#page=25
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.182.5350&rep=rep1&type=pdf#page=25
http://www.tandfonline.com/doi/abs/10.1080/10618600.1996.10474713
http://www.tandfonline.com/doi/abs/10.1080/10618600.1996.10474713
http://www.jstatsoft.org/v55/i14
http://gridscheduler.sourceforge.net/
http://CRAN.R-project.org/package=foreach
http://CRAN.R-project.org/package=foreach
http://CRAN.R-project.org/package=snow
mailto:correspondence at s-boehringer.org


CONTRIBUTED RESEARCH ARTICLES 97

CompLognormal: An R Package for
Composite Lognormal Distributions
by S. Nadarajah and S. A. A. Bakar

Abstract In recent years, composite models based on the lognormal distribution have become popular
in actuarial sciences and related areas. In this short note, we present a new R package for computing the
probability density function, cumulative density function, and quantile function, and for generating
random numbers of any composite model based on the lognormal distribution. The use of the package
is illustrated using a real data set.

Introduction

Two-piece composite distributions arise in many areas of the sciences. The first two-piece composite
distribution with each piece described by a normal distribution appears to have been used by Gibbons
and Mylroie (1973). Recently, two-piece composite distributions with the first piece described a
lognormal distribution (which we refer to as composite lognormal distributions) have proved popular
in insurance and related areas. Cooray and Ananda (2005) introduced such distributions recently, but
one of the referees has pointed out that composite lognormal distributions have been known before at
least as early as Barford and Crovella (1998) in areas like modeling workloads of web servers.

Cooray and Ananda (2005) showed that composite lognormal distributions can give better fits
than standard univariate distributions. They illustrate this fact for the Danish fire insurance data
by introducing the composite lognormal-Pareto distribution, a distribution obtained by piecing together
lognormal and Pareto probability density functions (pdfs). Scollnik (2007) improved the composite
lognormal-Pareto distribution by using mixing weights as coefficients for each pdf replacing the con-
stant weights applied earlier by Cooray and Ananda (2005). Scollnik (2007) also employed generalized
Pareto distribution in place of Pareto distribution used by Cooray and Ananda (2005). Pigeon and
Denuit (2011) provided further extensions of composite lognormal distributions by choosing the cutoff
point (the point at which the two pdfs are pieced together) as a random variable. The most recent
extensions of composite lognormal distributions are provided in Nadarajah and Bakar (2012).

Composite lognormal distributions have attracted considerable attention in spite of being intro-
duced only in 2005. Some applications in the last three years include: estimation of insurance claim
cost distributions (Bolancé et al., 2010), inflation and excess insurance (Fackler, 2010), large insurance
claims in case reserves (Lindblad, 2011), statistical mechanics (Eliazar and Cohen, 2012), and modeling
of mixed traffic conditions (Dubey et al., 2013).

The aim of this short note is to present a new contributed package CompLognormal for R that
computes basic properties for any composite lognormal distribution. The properties considered include
the pdf, cumulative distribution function (cdf), quantile function, and random numbers. Explicit
expressions for these properties are given in Section “Properties”. Two illustrations of the practical use
of the new R package are given in Section “Illustrations”.

Properties

Let fi(·), i = 1, 2 be valid pdfs. Let Fi(·), i = 1, 2 denote the corresponding cdfs. In general, the pdf of
a two-piece composite distribution is given by

f (x) =
{

a1 f ∗1 (x), if 0 < x ≤ θ,
a2 f ∗2 (x), if θ < x < ∞, (1)

where f ∗1 (x) = f1(x)/F1(θ), f ∗2 (x) = f2(x)/{1 − F2(θ)}, θ is the cutoff point, and a1, a2 are non-
negative weights summing to one. As suggested in Nadarajah and Bakar (2012), we take a1 = 1

1+φ

and a2 =
φ

1+φ for φ > 0.

The cdf corresponding to (1) is

F(x) =


1

1 + φ

F1(x)
F1(θ)

, if 0 < x ≤ θ,

1
1 + φ

[
1 + φ

F2(x)− F2(θ)

1− F2(θ)

]
, if θ < x < ∞.

(2)
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The quantile function corresponding to (1) is

Q(u) =


F−1

1 (u(1 + φ)F1(θ)) , if 0 < u ≤ 1
1 + φ

,

F−1
2

(
F2(θ) + (1− F2(θ))

(
u(1 + φ)− 1

φ

))
, if 1

1 + φ
< u < ∞.

(3)

This quantile function can be used to generate random numbers from the two-piece composite
distribution.

We are interested in a two-piece composite distribution, where the first piece is specified by the
lognormal distribution. So, we take

f1(x) =
1

xσ
ψ

(
ln x− µ

σ

)
and F1(x) = Φ

(
ln x− µ

σ

)
,

where ψ(·) and Φ(·) denote the standard normal pdf and the standard normal cdf, respectively. For
this choice, (1), (2), and (3) reduce to

f (x) =


ψ ((ln x− µ)/σ)

(1 + φ)σxΦ ((ln θ − µ)/σ)
, if 0 < x ≤ θ,

φ f2(x)
(1 + φ) (1− F2(θ))

, if θ < x < ∞,
(4)

F(x) =


Φ ((ln x− µ)/σ)

(1 + φ)Φ ((ln θ − µ)/σ)
, if 0 < x ≤ θ,

1
1 + φ

[
1 + φ

F2(x)− F2(θ)

1− F2(θ)

]
, if θ < x < ∞,

(5)

and

Q(u) =


exp

{
µ + σΦ−1

[
u(1 + φ)Φ

(
ln θ − µ

σ

)]}
, if 0 < u ≤ 1

1 + φ
,

F−1
2

(
F2(θ) + (1− F2(θ))

(
u(1 + φ)− 1

φ

))
, if 1

1 + φ
< u < ∞,

(6)

respectively. We shall refer to the distribution given by (4), (5), and (6) as the composite lognormal
distribution. Random numbers from the composite lognormal distribution can be generated as

xi = Q (ui) (7)

for i = 1, 2, . . . , n, where ui, i = 1, 2, . . . , n are random numbers from a uniform [0, 1] distribution.
Further statistical properties of the composite lognormal distribution including moment properties
can be found in Bakar (2012).

The pdf of two-piece composite distributions are in general not continuous or differentiable at
the cutoff point θ. To have these properties satisfied, we impose the conditions a1 f ∗1 (θ) = a2 f ∗2 (θ)
and a1d f ∗1 (θ)/dθ = a2d f ∗2 (θ)/dθ. Nadarajah and Bakar (2012) have shown that these conditions are
equivalent to the following for any composite lognormal distribution:

µ = ln θ + σ2 + θσ2 f
′
2(θ)

f2(θ)
, and φ =

f1(θ) [1− F2(θ)]

f2(θ)F1(θ)
. (8)

The smoothness conditions in (8) are imposed for technical reasons—the respective parametric models
then become more tractable.

Maximum likelihood estimation is a common method for estimation. Suppose we have a random
sample x1, x2, . . . , xn from (1). Let λ = (λ1, λ2, . . ., λq) be the parameters of f2(·). Suppose also that
µ and φ can be expressed as µ = µ(σ, θ, λ) and φ = φ(σ, θ, λ), respectively. Then the log-likelihood
function is

ln L (σ, θ, λ) = −n ln(1 + φ) + ∑
xi≤θ

ln ψ

(
ln xi − µ

σ

)
− ∑

xi≤θ

ln (σxi)

−M ln Φ
(

ln θ − µ

σ

)
+ ∑

xi>θ

ln f2 (xi)

−m ln [1− F2(θ)] + m ln φ, (9)

where M = ∑n
i=1 I{xi ≤ θ} and m = ∑n

i=1 I{xi > θ}. It is clear that the maximum likelihood
estimators of (σ, θ, λ) cannot be obtained in closed form. They have to be obtained numerically.

The new package CompLognormal, available from CRAN, computes (4), (5), and (6) for any given
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Quantity Calling sequence

f (x) in (4) dcomplnorm(x,spec,sigma=1,theta=1,...)
F(x) in (5) pcomplnorm(x,spec,sigma=1,theta=1,...)
Q(u) in (6) qcomplnorm(p,spec,sigma=1,theta=1,...)
xi in (7) rcomplnorm(n,spec,sigma=1,theta=1,...)

Table 1: Quantity and calling sequence for the composite lognormal distribution.

composite lognormal distribution. It also generates random numbers from the specified composite log-
normal distribution. Table 1 summarizes the functions implemented in the package CompLognormal
along with their arguments.

The input argument spec (a character string) specifies the distribution of the second piece of the
composite lognormal distribution. The distribution should be one that is recognized by R. It could be
one of the distributions implemented in the R base package or one of the distributions implemented
in an R contributed package or one freshly written by a user. In any case, there should be functions
dspec, pspec, qspec and rspec, computing the pdf, cdf, qf and random numbers of the distribution.

Some examples of spec are: spec = "norm", meaning that f2(x) = (1/σ)ψ((x − µ)/σ) and
F2(x) = Φ((x− µ)/σ); spec = "lnorm", meaning that f2(x) = {1/(σx)}ψ((ln x− µ)/σ) and F2(x) =
Φ((ln x− µ)/σ); spec = "exp", meaning that f2(x) = λ exp(−λx) and F2(x) = 1− exp(−λx).

dcomplnorm, pcomplnorm, qcomplnorm and rcomplnorm can also take additional arguments in the
form of .... These arguments could give inputs (for example, parameter values) for the distribution
of the second piece of the composite lognormal distribution. For example, if spec = "norm" then
... can include mean = 1,sd = 1 to mean that f2(x) = ψ(x − 1) and F2(x) = Φ(x − 1); if spec =
"lnorm" then ... can include meanlog = 1,sdlog = 1 to mean that f2(x) = ψ(ln x− 1) and F2(x) =
Φ(ln x − 1); if spec = "exp" then ... can include rate = 1 to mean that f2(x) = λ exp(−x) and
F2(x) = 1− exp(−x). Further details about the calling sequences can be seen from the documentation
for the CompLognormal package.

The code for dcomplnorm, pcomplnorm and qcomplnorm currently uses constructs of the form

do.call(paste("d", spec, sep = ""), list(z}, \code{...))

This technique was necessary as in the R base package distributions are no data type but rather are
given by the respective four constituent functions <prefix><name>, where <prefix> is one of r, d, p,
q and <name> is the name of the distribution. A way to circumvent such constructions would be a
data type “distribution”. This has been available on CRAN for quite a while within the distr family
of packages, with corresponding S4 classes for distributions. Recently, another approach based on
S5-classes has been pursued in the package poweRlaw (Gillespie, 2013). We leave these as future
work.

Illustrations

We describe two simple illustrations of the new package CompLognormal. The following packages
should be loaded (after installing them if necessary) in advance:

library(CompLognormal)
library(actuar)
library(SMPracticals)
library(evd)
library(fitdistrplus)
library(stats4)

Illustration 1

The illustration presented here plots the pdf and the cdf of the composite lognormal-loglogistic
distribution for varying parameter values.

curve(dcomplnorm(x, "llogis", 0.4, 0.5, shape = 1, scale = 0.8), xlim = c(0, 5),
ylim = c(0, 0.7), xlab = "x", ylab = "f(x)", n = 250, col = "black", lty = 1)

d1 <- dcomplnorm(0.5, "llogis", 0.4, 0.5, shape = 1, scale = 0.8)
segments(0.5, 0, 0.5, d1, col = "black", lty = 2)

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859

http://CRAN.R-project.org/package=poweRlaw


CONTRIBUTED RESEARCH ARTICLES 100

curve(dcomplnorm(x, "llogis", 0.3, 0.2, shape = 0.2, scale = 0.5), add = TRUE,
col = "red", lty = 1)

d2 <- dcomplnorm(0.2, "llogis", 0.3, 0.2, shape = 0.2, scale = 0.5)
segments(0.2, 0, 0.2, d2, col = "red", lty = 2)
curve(dcomplnorm(x, "llogis", 0.5, 0.4, shape = 0.5, scale = 0.5), add = TRUE,

col = "blue", lty = 1)
d3 <- dcomplnorm(0.4, "llogis", 0.5, 0.4, shape = 0.5, scale = 0.5)
segments(0.4, 0, 0.4, d3, col = "blue", lty = 2)
legend(1.5, 0.5, legend =

c(expression(paste(sigma==0.4, ",", theta==0.5, ",", shape==1, ",", scale==0.8)),
expression(paste(sigma==0.3, ",", theta==0.2, ",", shape==0.2, ",", scale==0.5)),
expression(paste(sigma==0.5, ",", theta==0.4, ",", shape==0.5, ",", scale==0.8))),
col = c("black", "red", "blue"), lty = 1)

curve(pcomplnorm(x, "llogis", 0.4, 0.5, shape = 1, scale = 0.8), xlim = c(0, 5),
ylim = c(0, 1), xlab = "x", ylab = "F(x)", n = 250, col = "black", lty = 1)

d1 <- pcomplnorm(0.5, "llogis", 0.4, 0.5, shape = 1, scale = 0.8)
segments(0.5, 0, 0.5, d1, col = "black", lty = 2)
curve(pcomplnorm(x, "llogis", 0.3, 0.2, shape = 0.2, scale = 0.5), add = TRUE,

col = "red", lty = 1)
d2 <- pcomplnorm(0.2, "llogis", 0.3, 0.2, shape = 0.2, scale = 0.5)
segments(0.2, 0, 0.2, d2, col = "red", lty = 2)
curve(pcomplnorm(x, "llogis", 0.5, 0.4, shape = 0.5, scale = 0.5), add = TRUE,

col = "blue", lty = 1)
d3 <- pcomplnorm(0.4, "llogis", 0.5, 0.4, shape = 0.5, scale = 0.5)
segments(0.4, 0, 0.4, d3, col = "blue", lty = 2)

Figure 1 shows the pdfs and cdfs of the composite lognormal-loglogistic distribution. The param-
eters, σ and θ, the scale parameter of the lognormal distribution and the cutoff point, respectively,
are as defined in Section “Properties”. The parameters, shape and scale, are the shape and scale
parameters of the loglogistic distribution, as defined in the R base package. The vertical lines in the
figures correspond to the values for θ, the cutoff point.

Illustration 2

The illustration presented here fits the composite lognormal-Fréchet distribution to the Danish fire
insurance data by the method of maximum likelihood, see (9). The data were obtained from the R
package SMPracticals (Davison, 2012).

x <- danish[1:2492]
nlm(function(p) {

-sum(dcomplnorm(x, "frechet", sigma = exp(p[1]),
theta = exp(p[2]), scale = exp(p[3]), shape = exp(p[4]), log = TRUE))

}, p = c(0, 0, 0, 0))

The output will be

$minimum
[1] 3859.293

$estimate
[1] -1.7178497 0.1176224 -0.2872701 0.4130180

$gradient
[1] -0.0008301586 0.0031436684 0.0001900844 -0.0004574758

$code
[1] 1

$iterations
[1] 23

The number 2492 refers to the actual length of the Danish data set. This output shows that
the maximized log-likelihood is −3859.293, the estimated σ is exp(−1.7178497) = 0.1794516, the
estimated θ is exp(0.1176224) = 1.124819, the estimated scale parameter of the Fréchet distribution
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Figure 1: Pdfs (top) and cdfs (bottom) of the composite lognormal-loglogistic distribution. The top
legend applies to both plots.

is exp(−0.2872701) = 0.750309, and the estimated shape parameter of the Fréchet distribution is
exp(0.4130180) = 1.511372. The standard errors of these estimates can be computed by adding
hessian = TRUE to the nlm command.

We have chosen the composite lognormal-Fréchet distribution for simplicity of illustration. The
purpose of this illustration was not to find the “best fitting” model for the Danish data. Of course,
many other composite lognormal distributions can be expected to give better fits than the composite
lognormal-Fréchet distribution. Nadarajah and Bakar (2012) modeled the Danish data using a large
class of composite lognormal distributions, including the composite lognormal-Burr, the composite
lognormal-inverse Burr, the composite lognormal-F, the composite lognormal-Fréchet, the composite
lognormal-generalized Pareto, the composite lognormal-inverse Pareto, and the composite lognormal-
loglogistic distributions. The composite lognormal-Burr distribution was shown to give the best
fit.

In Illustration 2, we used nlm for optimization of the likelihood function. R has many other model
fitting routines like fitdistr from the package MASS (Venables and Ripley, 2002), fitdist from the
package fitdistrplus (Delignette-Muller et al., 2013), mle from the package stats4, and MLEstimator,
MDEstimator from the package distrMod (Kohl and Ruckdeschel, 2013). For instance, fitdist can be
used to estimate the parameters of the composite lognormal-Fréchet distribution as follows:

dclnormf <- function(x, logsigma, logtheta, logscale, logshape) {
dcomplnorm(x, spec = "frechet", sigma = exp(logsigma), theta = exp(logtheta),

scale = exp(logscale), shape = exp(logshape))
}
pclnormf <- function(q, logsigma, logtheta, logscale, logshape) {
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pcomplnorm(q, spec = "frechet", sigma = exp(logsigma), theta = exp(logtheta),
scale = exp(logscale), shape = exp(logshape))

}
qclnormf <- function(p, logsigma, logtheta, logscale, logshape) {

qcomplnorm(p, spec = "frechet", sigma = exp(logsigma), theta = exp(logtheta),
scale = exp(logscale), shape = exp(logshape))

}
fitdist(danish[1:2492], "clnormf", start = list(logsigma = -1.718,

logtheta = 0.118, logscale = -0.287, logshape = 0.413))

The output will be

Fitting of the distribution ' clnormf ' by maximum likelihood
Parameters:

estimate Std. Error
logsigma -1.7180280 0.05737326
logtheta 0.1176365 0.02413085
logscale -0.2877565 0.16564834
logshape 0.4130318 0.03704017

Also mle can be used to estimate the parameters of the composite lognormal-Fréchet distribution
as follows:

nllh <- function(p1, p2, p3, p4) {
-sum(dcomplnorm(danish[1:2492], spec = "frechet",

sigma = exp(p1), theta = exp(p2), scale = exp(p3), shape = exp(p4), log = TRUE))
}
mle(nllh, start = list(p1 = -1.718, p2 = 0.118, p3 = -0.287, p4 = 0.413))

The output will be

Call:
mle(minuslogl = nllh, start = list(p1 = -1.718, p2 = 0.118, p3 = -0.287,

p4 = 0.413))

Coefficients:
p1 p2 p3 p4

-1.7178735 0.1176081 -0.2870383 0.4130586

Conclusions

We have developed a new R package for computing quantities of interest for any composite lognormal
distribution. The computed quantities include the pdf, cdf, qf, and random numbers. Although the
package is specifically designed for composite lognormal distributions, it can be easily altered for any
other composite distribution.
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lfe: Linear Group Fixed Effects
by Simen Gaure

Abstract Linear models with fixed effects and many dummy variables are common in some fields.
Such models are straightforward to estimate unless the factors have too many levels. The R package
lfe solves this problem by implementing a generalization of the within transformation to multiple
factors, tailored for large problems.

Introduction

A typical linear model looks like:

> y ~ x1+x2+x3 + f1+f2+f3

where f1,f2,f3 are arbitrary factors, and x1,x2,x3 are other covariates. Coefficients may easily be
estimated by lm():

> lm(y ~ x1+x2+x3 + f1+f2+f3)

However, in some applications, in particular in econometrics, the factors have too many levels
and are still needed as fixed effects, as in Abowd et al. (1999). The use of fixed effects as opposed to
random effects is typically necessitated by the possibility that the factors and the other regressors are
correlated. They study log wage (logwage) as an outcome, where fixed effects for individuals (id) and
firms (firm) are included, with some ordinary covariates (exemplified by x), i.e. a model of the type:

> logwage ~ x + id + firm

where id is a factor with one level for each employee, and firm is a factor with one level for each
firm. Employees change firm now and then, so it is not a nested model. The model is used to account
for arbitrarily distributed time constant individual and firm hetereogeneity, and is used to study
the correlation between the firm effect and the employee effect. There are also similar cases with 3
factors, e.g. in Torres et al. (2013), where job title is also considered. They have a dataset of 27 million
observations, with 5.5 million, 568,000, and 96,000 levels in the three factors. In other applications the
factors are primarily used as controls, as in Markussen and Røed (2012), where a variety of models are
used, controlling for various combinations of interactions between factors. These datasets are typically
sourced from large public registries, and can contain tens of millions of observations, with hundreds
of thousands or millions of factor levels. This far exceeds the capabilities of lm(), and can also be too
demanding for the sparse methods in package Matrix (Bates and Maechler, 2013).

When estimating such models, the case with a single factor is special. It can be estimated by using
the within groups transformation, where the mean of the groups are subtracted from the covariates,
resulting in a system without the factor, via the Frisch-Waugh-Lovell theorem. See e.g. Wooldridge
(2002, Section 10.5). The coefficients for the factor levels can easily be recovered as the group means
of the residuals. This estimation method can be found in package plm (Croissant and Millo, 2008).
The method can also be used with more than one factor, by using the within transformation to project
out the factor with the highest number of levels, coding the others as dummy variables. However,
if all of the factors have many levels this can still result in a too large system which is non-sparse.
Moreover, having such sets of dummies in datasets which are not balanced may lead to non-trivial
identification problems. We will illustrate how to use the package lfe (Gaure, 2013b) to solve some of
these problems. For clarity we construct quite small datasets by drawing random covariates, rather
than to refer to large real datasets which are not publicly available.

Enter lfe

The package lfe is designed to handle the above estimation problem. It also contains some methods for
solving identification problems, though not completely in all cases. Since lfe handles quite ordinary
linear models which conceptually could be handled by lm(), we do not go into detail about the
feasibility of fixed effect linear models as such, only the problems which are more or less peculiar to
models with a large number of dummies.

The short story is that coefficients for x1, x2, and x3 in the above model can be estimated by:

> library(lfe)
> est <- felm(y ~ x1+x2+x3 + G(f1)+G(f2)+G(f3))

whereas the coefficients for the factor levels of f1, f2, and f3 can be retrieved by:
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> alpha <- getfe(est)

A longer story follows, the theoretical part of which is mainly based on Gaure (2013a).

We write our model in matrix form

y = Xβ + Dα + ε, (1)

where D is a matrix of dummies coding the factor levels, X is a matrix with the other covariates,
y is the response vector, and ε is a normally distributed error term. Performing an ordinary least
squares regression (OLS) on this system yields the OLS estimates β̂ for the X covariates and α̂ for the
factor levels. The Frisch-Waugh-Lovell theorem states that if P is the projection onto the orthogonal
complement of the range of D, then the projected system

Py = PXβ + Pε,

yields the same β̂ when estimated with OLS. Moreover, the matrix (XtPX)−1 which is used to find
the covariance matrix of β̂, is identical to the β̂-part of the corresponding matrix in the full system (1).
Similarly, the residuals are identical. The projected system does not contain the dummies for the factor
levels, and may therefore be manageable with conventional methods.

Unfortunately, P is an n× n matrix, where n is the number of observations, so it is impractical to
compute P when n ≈ 107. However, it is easier to compute Px for a vector x, i.e. y and the columns
of X. In the special case when D encodes a single factor, the transformation x 7→ Px is the within
transformation, i.e. centring of the groups on their means. It is shown in Gaure (2013a) that when
there is more than one factor, say e > 1 factors, we may consider the centring transformation for each
of them, a projection Pi for each i = 1 . . . e, and compute Px as

Px = lim
m→∞

(
(P1P2 · · · Pe)

m x
)

.

This approach is known as the method of alternating projections and is based on a result by Halperin
(1962, Theorem 1). The procedure can easily be implemented with an R function taking as input a
vector x and the list of factors flist:

> demean <- function(x, flist) {
+ cx <- x; oldx <- x - 1
+ while(sqrt(sum((cx - oldx) ^ 2)) >= 1e-8) {
+ oldx <- cx
+ for(f in flist) cx <- cx - ave(cx, f)
+ }
+ return(cx)
+ }

This algorithm was also arrived at by Guimarães and Portugal (2010, p. 637) as a technical simplifica-
tion of their iterated estimation approach to the same problem.

For efficiency reasons, this linear transformation has been written in C, made threaded to centre
vectors in parallel, and is available as the function demeanlist() in lfe, though the function felm()
wraps it in an lm() like function.

We create a simple example to illustrate the usage. We have 100,000 observations of a covariate x,
and two factors f1, f2, each with 10,000 randomly drawn levels. We create an outcome variable y and
estimate the x coefficient. The G() syntax is used to specify which factors should be projected out of
the system, a similar syntax as for the Error() term in aov(). The G() is not an R function in itself,
though it translates to as.factor() inside felm() after the G() terms have been removed from the
model for special handling.

> library(lfe)
> set.seed(42)
> x <- rnorm(100000)
> f1 <- sample(10000, length(x), replace=TRUE)
> f2 <- sample(10000, length(x), replace=TRUE)
> y <- 2.13*x + cos(f1) + log(f2+1) + rnorm(length(x), sd=0.5)
> est <- felm(y ~ x + G(f1) + G(f2))
> summary(est)

Call:
felm(formula = y ~ x + G(f1) + G(f2))

Residuals:
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Min 1Q Median 3Q Max
-1.9531308 -0.3018539 -0.0003573 0.3007738 2.2052754

Coefficients:
Estimate Std. Error t value Pr(>|t|)

x 2.130889 0.001768 1205 <2e-16 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 0.5013 on 80000 degrees of freedom
Multiple R-squared: 0.9683 Adjusted R-squared: 0.9603
F-statistic: 122.1 on 19999 and 80000 DF, p-value: < 2.2e-16

The result of felm() is a ’felm’ object which is quite similar to an ’lm’ object. However, it is not fully
compatible with it, so some methods for ’lm’ objects may work on a ’felm’ object, others may not. In
an earlier version, the ’felm’ object inherited from the class ’lm’, but there are important differences
in the structure, so this inheritance has been removed. In particular there is no qr-decomposition in
the ’felm’ object, so methods for ’lm’ objects which depend on the qr-decomposition, such as anova(),
can not be used. Also, the ’felm’-object does not contain a copy of the dataset. This has been removed
to conserve memory for very large datasets. Simple extractors like coef() and residuals() work.
Extracting the covariance matrix with vcov() also works, via a separate S3 method, albeit only for
the β̂s. Also, a summary() S3-method, and an accompanying print() method have been included. It
is possible to try ’lm’-methods explicitly as in: getS3method('vcov','lm')(est), though the author
does not guarantee any success with this approach.

The careful reader has noticed that the behaviour of summary() on a ’felm’ object with respect to
degrees of freedom and R2 is the same as that of on an ’lm’ object when including an intercept. There
is no explicit intercept in the result of felm(), but the factor structure includes one implicitly.

The coefficients for the factor levels

If the factors are used as controls only, the above procedure is all we have to worry about, but if we
also need the group coefficients α̂, what econometricians often refer to as the fixed effects, we can solve
the equation

Dα̂ = (I − P)(y− Xβ̂), (2)

for α̂. The right hand side is easily computed when we have β̂, PX and Py. The equation is solved
by the Kaczmarz method (Kaczmarz, 1937), as described in Gaure (2013a). The method is available
as a function kaczmarz(), but the wrapper getfe() is more useful. A solution of equation (2) is not
unique, the matrix D dummy-encodes all the factor levels, hence there will be multicollinearities
(unless there is only one factor), both the obvious ones, but there can also be spurious ones. The
multicollinearities are resolved by applying an estimable function. lfe contains a function efactory()
for creating estimable functions, but users can also supply their own.

getfe() returns a ’data.frame’ with some information in addition to the coefficients. The reason
for this is that the intended use of lfe is for factors with so many levels that they probably anyway must
be analyzed according to the researcher’s needs prior to being presented. We continue the example:

> alpha <- getfe(est)
> nrow(alpha)

[1] 20000

> alpha[9998:10003,]

effect obs comp fe idx
f1.9998 -0.2431720 9 1 f1 9998
f1.9999 -0.9733257 5 1 f1 9999
f1.10000 -0.8456289 9 1 f1 10000
f2.1 0.4800013 9 1 f2 1
f2.2 1.4868744 14 1 f2 2
f2.3 1.5002583 11 1 f2 3

The 'obs' column is the number of observations of this level. The 'fe' and 'idx' columns are
factors containing the same information as the row name, but split into the name of the factor and
the level for convenience. The 'comp' column is important in that it is used for identification purposes,
and here is a main deviation from how lm() treats identification in the presence of factors. The
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default method when using lm() is taken from the global 'contrasts' option which defaults to using
treatment contrasts for each factor. It introduces a reference level for each factor, this is equivalent to
forcing the coefficient for the reference level to zero, and the other coefficients are only meaningful
when compared to this zero coefficient. It is also possible to specify different constraints for the lm()
coefficients, such as forcing the sum of the coefficients to zero, or an arbitrary one via the 'contrasts'
option, or the 'contrasts' argument to lm(), but typically a single constraint is used for each factor.

Identification when the factors have many levels can be a more complicated matter. The standard
example in the econometrics literature is the one found in Abowd et al. (1999), elaborated in Abowd
et al. (2002). In this case there are two factors, one for employees and one for firms. It may happen that
one set of employees move between one set of firms, whereas another disjoint set of employees move
between some other firms. There are no movements between these mobility groups, hence coefficients
from different groups can not be compared. A useful construction for analysis of this problem is the
undirected, bipartite graph which has the factor levels as vertices, and an edge between levels that
occur in the same observation. The mobility groups are then the connected components of this graph.
It is shown in Abowd et al. (2002, Appendix 1) that for identification of the coefficients, it is sufficient to
introduce a single reference level in each of the disjoint mobility groups, either a firm or an employee.
This was previously established by Eccleston and Hedayat (1974) in a different context, and there is
another argument in Gaure (2013a) using spectral graph theory. The 'comp' column in the return value
from getfe() when using estimable functions from efactory() is a factor enumerating these groups,
i.e. the connected components. efactory() chooses by default the level with the highest number of
observations as a reference level, and sets the coefficient to 0. When interpreting the coefficients, they
should never be compared between the components; a coefficient is only meaningful relative to the
reference level in the component it belongs to. For this reason, one may choose to restrict attention to
the largest component only, the one with comp == 1, if this is feasible for the problem at hand.

To the author’s knowledge, the identification problem when there are more than two factors
has not been solved in general. efactory()’s behaviour with more than two factors is to assume
that the connected components of the two first factors are sufficient for identification, and a single
reference is used in each of the remaining factors. lfe contains a probabilistic test for estimability
in this case, the one described in Gaure (2013a, Remark 6.2), and getfe() will issue a warning if it
finds an identification problem. The test is also available as the function is.estimable(). In theory,
the test can fail only on a set of measure zero. Specifically, the test uses the fact that an estimable
function must evaluate to the same value on all solutions of equation (2). Different solutions can be
obtained by running the Kaczmarz algorithm with different initial vectors. By starting with the zero
vector we obtain the solution with least Euclidean norm. The test works by comparing the value of
the candidate estimable function on the least norm solution and a solution obtained by drawing the
initial vector η at random. The test will only fail to find an identification problem if η happens to lie in
a particular, but unknown, subspace of positive codimension, i.e. in a set of Lebesgue measure zero.
However, due to numerical inaccuracies, finite arithmetic, and bad luck, the test may in practice fail to
find an identification problem even if there is one, with some very small positive probability. It does
however not report identification problems when there are none. If there are identification problems
which are unaccounted for, then some, or all of the resulting coefficients are non-estimable, i.e. they
are meaningless.

Sometimes, an identification problem can be alleviated by changing the order of the G() terms in
the formula supplied to felm(). To illustrate, consider a situation where we add a third factor to the
example in the Introduction, nkids, the number of an individual’s offspring, with only 5 levels. If our
formula contains G(firm) + G(nkids) + G(id), it is likely that the graph associated with the two first
factors, firm and nkids, is connected, and there can be many mobility groups which are unaccounted
for. getfe() issues a warning, the returned coefficients are non-estimable; there is no correct indication
of which mobility groups the coefficients belong to, and therefore, we do not know which coefficients
can be meaningfully compared. If we change the model specification to G(id) + G(firm) + G(nkids),
or G(id) + G(firm) + nkids, the mobility groups are found, and accounted for.

Another approach to the identification problem is found in Carneiro et al. (2012). They restrict
attention to a subset of the dataset in which, by construction, all elementary contrasts, i.e. differences
between coefficients, are estimable, as described by Weeks and Williams (1964). Such a partitioning
of the dataset can be found by constructing a graph with the observations as vertices, and with
an edge between two observations if they differ in at most a single factor. The partitions of the
dataset correspond to connected components of the graph. They can be found by the function
compfactor(...,WW=TRUE), which returns a factor enumerating the partitions. It can be used to select
a subset of the dataset prior to calling felm(). When there are only two factors, this partitioning
structure coincides with the mobility groups discussed above. In some datasets, like the one in Torres
et al. (2013), the largest partition comprises almost the entire dataset, but if it does not, such a selection
may introduce bias in the coefficients. An extreme example:
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> set.seed(42)
> f1 <- factor(sample(50, 1000, replace=TRUE))
> f2 <- factor(sample(50, 1000, replace=TRUE))
> f3 <- factor(sample(50, 1000, replace=TRUE))
> ww <- compfactor(list(f1,f2,f3), WW=TRUE)
> head(table(ww))

ww
1 2 3 4 5 6
29 20 19 16 14 14

The largest partition has 29 observations, fewer than the number of levels, even though far more
estimable functions exist. This can be seen by computing the rank deficiency of the matrix D with
the function rankMatrix() from package Matrix. Indeed, it is sufficient with two references in the 3
factors:

> D <- t(do.call('rBind', lapply(list(f1,f2,f3), as, 'sparseMatrix')))
> ncol(D) - as.integer(rankMatrix(D))

[1] 2

The standard method of efactory(), to analyze the connected components of the first two factors only,
works well in this particular case. It will find a reference among the two first factors, and a reference
in the last, and differences between coefficients within each factor will be estimable:

> x <- rnorm(1000)
> y <- 3.14*x + log(1:50)[f1] + cos(1:50)[f2] + exp(sqrt(1:50))[f3] + rnorm(1000, sd=0.5)
> est <- felm(y ~ x + G(f1) + G(f2) + G(f3))
> coef(est)

x
3.139781

> is.estimable(efactory(est), est$fe)

[1] TRUE

This can happen because the construction in Weeks and Williams (1964, Theorem 1) does not find a
maximal subset, only a subset which is guaranteed to have the desired property.

Yet another algorithm for finding estimable functions is described by Godolphin and Godolphin
(2001), but lfe does not implement it.

Specifying an estimable function

The function efactory() in lfe is by default called by getfe() to create an estimable function for
a factor structure. The default is to use reference levels as described above, some other estimable
functions are also available. However, researchers may have other needs, so it is possible to supply a
user written estimable function to getfe(). We describe this interface with an example, for a small
dataset. The function takes as an argument a vector of length the sum of the number of levels of the
factors, i.e. a solution to equation (2), applies an estimable function of choice, and returns the result. It
is not necessary to include a full set of estimable functions; if so desired, our function may return just
a single difference between two specific factor levels, or even some nonlinear transformation thereof.
It should, however, evaluate to the same value on all the different solutions of equation (2).

We make a small dataset with 100 observations, a covariate x and 3 factors with a handful of levels.

> set.seed(42)
> x <- rnorm(100)
> f1 <- factor(sample(4, 100, replace=TRUE))
> f2 <- factor(sample(5, 100, replace=TRUE))
> f3 <- factor(sample(6, 100, replace=TRUE))
> e1 <- sin(1:4)[f1] + 0.02*((1:5)^2)[f2] + 0.17*((1:6)^3)[f3] + rnorm(100)
> y <- 2.5*x + (e1-mean(e1))
> est <- felm(y ~ x + G(f1) + G(f2) + G(f3))

Then we create an estimable function which is the same as the one provided by lm() when using
treatment contrasts. The addnames argument is there because in the event that the estimable function
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is used in bootstrapping, adding names to very long vectors would only contribute to exercising R’s
memory management; hence names should only be added when required. It is also possible to add an
attribute called 'extra', which is a named list of vectors of the same length as the names, for adding
additional information to the result of getfe(). This attribute is added by the estimable functions
returned by efactory() to provide the 'obs', 'fe', 'comp' and 'idx' columns, but the content is not
used for anything inside lfe.

> ef <- function(gamma, addnames) {
+ ref1 <- gamma[1] # first level of f1
+ ref2 <- gamma[5] # first level of f2
+ ref3 <- gamma[10] # first level of f3
+ # put the intercept in the first coordinate
+ icpt <- ref1 + ref2 + ref3
+ # subtract the references for each factor
+ # unlike the efactory() functions, we omit the zero coefficients.
+ result <- c(icpt, gamma[2:4]-ref1, gamma[6:9]-ref2, gamma[11:15]-ref3)
+ if(addnames) {
+ names(result) <- c('(Intercept)',
+ paste('f1', levels(f1)[2:4], sep=''),
+ paste('f2', levels(f2)[2:5], sep=''),
+ paste('f3', levels(f3)[2:6], sep=''))
+ attr(result, 'extra') <- list(fe=factor(
+ c('icpt', rep('f1',3),
+ rep('f2',4), rep('f3',5))),
+ idx=factor(c(1, 2:4, 2:5, 2:6)))
+ }
+ result
+ }

We now check that our function is estimable:

> is.estimable(ef, list(f1,f2,f3))

[1] TRUE

The estimable function is supplied to getfe() via the argument ef. In this example we also request
bootstrapped standard errors with the arguments se and bN, we elaborate on this in the next section.

> getfe(est, ef=ef, se=TRUE, bN=1000)

effect fe idx se
(Intercept) -10.9016327 icpt 1 0.3077378
f12 -0.1265879 f1 2 0.2356162
f13 -0.7541019 f1 3 0.2896058
f14 -1.7409436 f1 4 0.2776542
f22 0.4611797 f2 2 0.3012931
f23 0.6852553 f2 3 0.2898361
f24 0.8467309 f2 4 0.3232411
f25 0.5886517 f2 5 0.2841049
f32 1.0898551 f3 2 0.3364884
f33 4.3490898 f3 3 0.3058420
f34 10.7505266 f3 4 0.3377505
f35 21.3832700 f3 5 0.3649107
f36 36.7369397 f3 6 0.3059049

getfe() performs no automatic addition of columns like 'idx' or 'comp', they have to be provided
by the estimable function. The reason being that getfe() does not know the structure imposed by the
user written function. If bootstrapped standard errors are requested via the se argument, the 'se'
column is added also for user written functions. If you are certain that your function is estimable, you
can add an attribute to it, attr(ef,'verified') <- TRUE, this causes getfe() to skip the estimability
test, and may save significant amounts of time with datasets for which convergence is slow. The
functions produced by efactory() for one and two factors have this attribute set.

Standard errors

The standard errors for β̂ are easily computed, and are identical to the the standard errors from lm() if
we were to run it with all the dummies. However, there is a minor difference. The degrees of freedom
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depends on the rank of the matrix D, or DtD, or the trace of P. The rank is easily computed for the
cases with one or two factors, but requires a much more time consuming approach for 3 or more
factors. The default approach of felm() is to assume that the column rank deficiency of D is e− 1
when there are e > 2 factors. This may result in a too high value for the rank, hence a too low value
for the degrees of freedom, which will yield too high standard errors. In most real cases the author
has witnessed, the error is negligible. felm() has an argument exactDOF which may be set to TRUE
to activate a more accurate computation of the rank. It does a sparse pivoted Cholesky factorization
of DtD + εI for some small ε and finds the rank deficiency by counting small pivots. This is not a
perfect method, as noted by Higham (1990), but it seems to work well for the matrices the author
has encountered, and it is much faster than rankMatrix() from package Matrix. To use rankMatrix()
instead, one may specify exactDOF='rM'. If, for some reason, one happens to know the degrees of
freedom in advance, they can be specified as a numeric, like exactDOF=12536819.

The standard errors for α̂, the coefficients for the factor levels, can be estimated by bootstrapping.
This requires resampling the residuals with replacement, and do the whole estimation over and over
again, an operation which can be very time consuming. It can be requested, as in the above example,
by the se argument to getfe(), the number of samples can be specified in the bN argument. The
common practice of resampling observations rather than residuals is not useful for this kind of model,
it results in a different factor structure, hence possibly a different set of identified coefficients in each
sample.

Instrumental variables

lfe supports instrumental variables estimation through 2SLS, i.e. two step OLS (Wooldridge, 2002,
Chapter 5).

Here is an example. We first create some covariates:

> set.seed(276709)
> x <- rnorm(10000)
> x2 <- rnorm(length(x))
> x3 <- rnorm(length(x))

Then we create some factors, and their effects:

> id <- factor(sample(2000, length(x), replace=TRUE))
> firm <- factor(sample(1300, length(x), replace=TRUE))
> id.eff <- rnorm(nlevels(id))
> firm.eff <- rnorm(nlevels(firm))

and a normally distributed error term u, and an outcome y:

> u <- rnorm(length(x))
> y <- x + 0.5*x2 + id.eff[id] + firm.eff[firm] + u

We create a covariate Q which is correlated with the other covariates, the instrument x3, and the error
term, and add it to the outcome:

> Q <- 0.3*x3 + x + 0.2*x2 + 0.5*id.eff[id] + 0.7*u + rnorm(length(x), sd=0.3)
> y <- y + 0.9*Q

Estimation is now carried out by specifying the instrumented variable equation with the iv
argument of felm. Only the instrument variable, in this case x3, is needed, the other covariates are
added by felm().

> ivest <- felm(y ~ x + x2 + G(id) + G(firm) + Q, iv=Q ~ x3)
> summary(ivest)

Call:
felm(formula = y ~ x + x2 + G(id) + G(firm) + Q, iv = Q ~ x3)

Residuals:
Min 1Q Median 3Q Max

-6.036142 -0.903260 0.000759 0.913758 4.971614

Coefficients:
Estimate Std. Error t value Pr(>|t|)

x 0.94963 0.03975 23.89 <2e-16 ***
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x2 0.49567 0.01449 34.20 <2e-16 ***
`Q(fit)` 0.94297 0.03816 24.71 <2e-16 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 1.668 on 6717 degrees of freedom
Multiple R-squared: 0.8112 Adjusted R-squared: 0.7189
F-statistic: 8.791 on 3282 and 6717 DF, p-value: < 2.2e-16

felm() supports more than one instrumented variable, in this case the iv argument must be a list
of formulas, one for each instrumented variable, with all the instruments on the right hand side.

The author has been made aware that both the G() syntax and the handling of instrumental
variables equations could be done in a smoother fashion with multi-part formulas. Such a syntax is
not presently available in lfe.

Estimation time

It is a fact of life that both felm() and getfe() may take quite a while to complete. What is more
unfortunate is that time to completion does not only depend on the size of the dataset, but also on its
structure. In particular, the dependencies between the factors, beyond the pure identification problems,
have a huge impact. The rate of convergence for the general method of alternating projections has
been analyzed by Aronszajn (1950); Kayalar and Weinert (1988); Gearhart and Koshy (1989); Deutsch
and Hundal (1997); Bauschke et al. (2003); Badea et al. (2012), among others. Their results are in terms
of the cosine c of generalized angles between the subspaces corresponding to the projections Pi. For
two factors, the convergence rate in operator norm is known to be

‖(P1P2)
n − P‖ = c2n−1, (3)

where 0 ≤ c < 1. The convergence is linear in the case with two factors, but the rate depends heavily
on the structure of the factors. With 3 or more factors, the convergence rate depends on both the
structure of the factors and their order in the iterations, in a quite complicated way (Deutsch and
Hundal, 1997, Theorem 2.7). The theoretical convergence results are also valid for the Kaczmarz
method used by getfe(), as this is a special case of the method of alternating projections (Deutsch
and Hundal, 1997, Section 4). Though, for our Kaczmarz step the number of projections is the number
of observations, not the number of factors.

We do not offer general results which relate intuitive properties of the factors to the convergence
rate, but here are some small examples to illustrate the complexity.

In our first example the factors f1 and f2 are independent:

> set.seed(54)
> x <- rnorm(100000)
> f1 <- sample(10000, length(x), replace=TRUE)
> f2 <- sample(300, length(x), replace=TRUE)
> y <- x + cos(f1) + log(f2+1) + rnorm(length(x), sd=0.5)

We time the estimation:

> system.time(est <- felm(y ~ x + G(f1) + G(f2)))

user system elapsed
2.420 0.008 1.955

> system.time(alpha <- getfe(est))

user system elapsed
0.256 0.008 0.263

This is a quite fast example, in general it is the author’s experience that datasets with this kind of full
independence between the factors converge quite fast. Convergence is equally fast with 10,000 levels
in the second factor as well.

But then we introduce a dependence which makes convergence slow. We let the second factor be
closely related to the first, with some stochasticity, but we do not increase the number of levels. In this
example, the second factor f3 can only have 5 different values for each value of f1.
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> f3 <- (f1 + sample(5, length(x), replace=TRUE)) %% 300
> y <- x + cos(f1) + log(f3+1) + rnorm(length(x), sd=0.5)
> system.time(est <- felm(y ~ x + G(f1) + G(f3)))

user system elapsed
34.624 0.000 18.804

> system.time(alpha <- getfe(est))

user system elapsed
3.868 0.008 3.880

Execution time increases by an order of magnitude, even though the size of the dataset is the same as
before. In this example, with only 300 levels in the second factor, we may as well encode it as ordinary
dummies, reducing our model to the classical within groups estimator, with 300 covariates:

> system.time(est <- felm(y ~ x + G(f1) + factor(f3)))

user system elapsed
10.340 0.832 5.379

> length(coef(est))

[1] 300

> system.time(alpha <- getfe(est))

user system elapsed
0.192 0.000 0.192

This is far from being the whole story. A “small” change to the second factor brings the execution
time back down. We still have only 5 different values of the second factor f4 for each value of f1, but
they are spread irregularly apart:

> f4 <- (f1 + sample(5, length(x), replace=TRUE)^3) %% 300
> y <- x + cos(f1) + log(f4+1) + rnorm(length(x), sd=0.5)
> system.time(est <- felm(y ~ x + G(f1) + G(f4)))

user system elapsed
2.564 0.000 2.081

> system.time(alpha <- getfe(est))

user system elapsed
0.240 0.004 0.244

To better appreciate the complexity, we create two more examples which are similar to the previous
one, but the randomly drawn numbers are spread regularly apart. The first one results in slow
convergence:

> f5 <- (f1 + sample(seq(1,197,49), length(x), replace=TRUE)) %% 300
> y <- x + cos(f1) + log(f5+1) + rnorm(length(x), sd=0.5)
> system.time(est <- felm(y ~ x + G(f1) + G(f5)))

user system elapsed
32.636 0.000 17.368

> system.time(alpha <- getfe(est))

user system elapsed
3.972 0.000 3.975

The second one converges fast:

> f6 <- (f1 + sample(seq(1,201,50), length(x), replace=TRUE)) %% 300
> y <- x + cos(f1) + log(f6+1) + rnorm(length(x), sd=0.5)
> system.time(est <- felm(y ~ x + G(f1) + G(f6)))

user system elapsed
2.548 0.000 2.073
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> system.time(alpha <- getfe(est))

user system elapsed
0.244 0.000 0.244

By comparing the “user” and “elapsed” times for felm() in the above examples, it can be inferred
that most of the time in the fast examples is spent in bookkeeping outside the centring, otherwise
“user” time would be close to twice the “elapsed” time, since the actual centring of y and x is done in
parallel. This means that the actual centring convergence rate differences are larger than the reported
differences in execution time. For a careful analysis of centring times only, the centring process should
be timed directly, as mentioned in Gaure (2013a, top of p. 17).

The author has not succeeded in finding general intuitive guidelines for the convergence rate.
However, with two factors, a relevant concept seems to be the bipartite graph where the vertices are
factor levels and there is an edge between levels which are observed together. It is the connected
components of this graph which determines estimability. The graph can be analyzed with the tools in
package igraph (Csardi and Nepusz, 2006) as follows:

> library(igraph)
> mkgraph <- function(flist) {
+ graph.adjacency(tcrossprod(do.call('rBind',
+ lapply(flist, as, 'sparseMatrix')))>0,
+ 'undirected', diag=FALSE)
+ }

We make a list of the associated graphs:

> glist <- lapply(list(f2,f3,f4,f5,f6),
+ function(f) mkgraph(lapply(list(f1,f), factor)))

The graphs, except for the last, are connected:

> sapply(glist, no.clusters)

[1] 1 1 1 1 50

The average degrees, i.e. the number of edges in the graph, show no convincing signs of being strongly
related to the estimation time:

> sapply(glist, function(g) mean(degree(g)))

[1] 19.100301 8.404311 8.410719 8.400039 8.423925

A property of the graph which shows some promise of correlating with the convergence rate is the
diameter . To get some intuituion of what this is, consider the example with firms and employees. The
associated graph has as vertices the firms and employees, and there is an edge between a firm and an
employee if the employee has worked for the firm. A path between e.g. two employees Roy and Floyd
can be constructed by finding a firm that Roy has worked for, then another employee Warshall of this
firm, then another firm for Warshall, zigzagging between firms and their employees until we reach
the employee Floyd. For each pair of vertices (i.e. firms and employees) in a mobility group, there is
a shortest path. The length of the longest of the shortest paths among all vertex pairs is the graph’s
diameter.

In these particular examples, it turns out that in the cases with fast convergence (the first, third,
and fifth), the shortest paths between pairs of vertices are typically much shorter than in the slowly
converging cases. We do not compute the diameter as a typical fast algorithm for this, the Roy-Warshall-
Floyd algorithm, has complexity of order O(n3), where n is the number of vertices, i.e. 10300 in our
example. Below, for simplicity, we exclude the last graph, it is disconnected, hence of infinite diameter,
though the diameters of its (comparably small) components are relevant. A component of this graph
would typically contain only about 300/50 = 6 different levels of the second factor f6, so its diameter
can’t possibly be very large.

> for(gr in glist[1:4])
+ print(fivenum(shortest.paths(gr, v=sample(V(gr),10), to=sample(V(gr),10))))

[1] 2 2 4 4 4
[1] 2 20 39 62 76
[1] 2 4 6 6 8
[1] 2 18 40 58 76
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Also, the many variants of factor structures in Markussen and Røed (2012) (described in Gaure
(2013a)) and ongoing subsequent works, use factors which are interactions of other factors, in such a
way that there are a few collinearities by design. This is not a conceptual problem when the factors
are used as controls, but manually removing these known collinearities by merging some levels into
a common “reference” level, yields performance improvements of up to two orders of magnitude
(Markussen, 2013), a phenomenon which was not noted in Gaure (2013a). Incidentally, this also leads
to shorter paths via the common reference level.

This suggests that, loosely speaking, datasets with six degrees of separation converge fast, whereas
less well connected datasets converge slower. However, we cannot rule out other structural differences
which may have an impact on the convergence rate; there is no such thing as “larger diameter, ceteris
paribus” for graphs. It is possible that a diameter path could be used to construct a lower bound for
the c in equation (3), but the author has not found a proof for such an assertion.

The convergence rate with more than two factors is more complicated, the theoretical results
of Deutsch and Hundal (1997) are less complete, the rate is not a function of the cosines of pairs of
subspaces, and even the order of the projections matters. In cases where only some of the factors
have many levels, the remaining factors may be specified without G(), treating them as ordinary
dummy-encoded covariates.

lfe utilizes two acceleration techniques for the alternating projections methods. In demeanlist(),
which is used by felm() to centre the covariates, the line search method in Bauschke et al. (2003,
Theorem 3.16) is used, even though their Example 3.24 shows that in some special cases with more
than two factors, this method is in fact slower. For the Kaczmarz method, random shuffling of the
equations is used, as suggested by Gaure (2013a).

Parallelism

felm() is thread parallelized over the vectors to be centred, i.e. all variables in the model except
those enclosed in G(). The number of processors is fetched with getOptions('lfe.threads') which
is initialized upon loading of lfe from the environment variable LFE_THREADS or OMP_NUM_THREADS, or
otherwise from an heuristic snatched from package multicore (Urbanek, 2011). It may of course be set
manually after loading the package. There is no benefit from specifying more threads than there are
variables to centre. getfe() is not parallelized as such, but bootstrapping with getfe(...,se=TRUE) is.

Elsewhere

lfe is similar in function, but not in method, to the Stata (StataCorp., 2013) modules A2reg (Ouazad,
2008) and felsdvreg (Cornelißen, 2008). It is the same algorithm as in the Stata module reg2hdfe
(Guimarães, 2009), described by Guimarães and Portugal (2010) in terms of Gauss-Seidel iterations.

Summary

The package lfe contains methods for estimating ordinary least square models with multiple factors
with too many levels for conventional methods like lm(). Such models may exhibit non-trivial
identification problems. These are satisfactorily solved for the two factor case, and the package also
includes some partial solutions for the case with more factors. Instrumental variable regression via the
two step OLS is also supported. Convergence rate can be an issue for some datasets, and the present
paper suggests some intuitive structural reasons for this.

The method employed by lfe is known as the method of alternating projections, a somewhat old and
well studied method which to the author’s knowledge has not been applied to the particular problem
of linear regression with dummy variables before.
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The R in Robotics
rosR: A New Language Extension for the Robot Operating System

by André Dietrich, Sebastian Zug, and Jörg Kaiser

Abstract The aim of this contribution is to connect two previously separated worlds: robotic application
development with the Robot Operating System (ROS) and statistical programming with R. This
fruitful combination becomes apparent especially in the analysis and visualization of sensory data. We
therefore introduce a new language extension for ROS that allows to implement nodes in pure R. All
relevant aspects are described in a step-by-step development of a common sensor data transformation
node. This includes the reception of raw sensory data via the ROS network, message interpretation,
bag-file analysis, transformation and visualization, as well as the transmission of newly generated
messages back into the ROS network.

Introduction

The development of robotic applications has become more and more an interdisciplinary task, ranging
from mechanical and electrical engineering, signal processing, control technology and cybernetics,
up to artificial intelligence, etc. The Robot Operating System1, abbreviated as ROS, is a relatively
new framework, intended to simplify the development of any kind of robotic application by bringing
together the latest scientific knowledge. And by the time it has become a de facto standard in the
scientific robotics community (cf. Kramer and Scheutz, 2007). In order to disseminate a certain
algorithm, toolbox, or function, a large number of developers provide interfaces to ROS. Currently
there are more than 1700 different packages available online for various purposes, for example “Marker
Detection”, “Simultaneous Localization And Mapping”, “Trajectory Planning”, and many more. These
packages can easily be used, combined, and integrated into new applications, with only a little
knowledge about the ROS philosophy. Robotic applications are no longer designed as single and
monolithic processes, but instead as a collection of nodes, which perform a certain type of computation,
similar to the UNIX philosophy (cf. Salus, 1994): “Write programs that do one thing and do it well. Write
programs to work together. Write programs to . . . ”. The development of a ROS node is mainly based on
two philosophical pillars (apart from open source ideology), namely multilingualism and peer-to-peer
(cf. Quigley et al., 2009).

Multilingualism means to implement a node in the most appropriate programming language. In
most cases C++ (roscpp2) is the ideal choice for developing a node (cf. Quigley et al., 2013), especially
to fulfill hardware-related or computationally expensive functionalities, whereas Python (rospy2) is
suitable for rapid prototyping, scripting, and GUI development. The Lisp language support (roslisp2)
was also intended for scripting, but is mostly employed for fast and interactive debugging. Next to
these programming languages with full ROS support, there are also other “experimental” language3-
extensions, serving different needs. Java (rosjava2) allows developers to build nodes for Android,
while Lua (roslua2) currently is used for scripting reactive robot behavior.

The interconnection between nodes is established at run time in a peer-to-peer topology, using
publish/ subscribe or service-based communication. This allows to run nodes on different hosts
and it enables their dynamic integration and segregation. For this purpose, ROS guarantees mutual
understanding (and thus interoperability) by explicit message descriptions.

Until now, it was not possible to develop nodes in the statistical programming language R. R
is probably not the best choice for implementing fancy GUIs or to develop hardware drivers, but
it has by far one of the richest libraries for statistical analyses, data-mining, machine learning, and
visualization. According to the comparison of statistical packages on Wikipedia (2013), R is the only
product that has support for every listed demand (unlike MATLAB or SciPy). Furthermore, most of its
algorithms are directly implemented in C or C++, which guarantees fast and efficient computation.

In light of these qualities, R is an adequate programming language for sensor signal analysis,
evaluation and visualization. These types of tasks are very important for embedded or robotic
applications where developers cope with non-linear behavior, different measurement faults or external
disturbances. An exemplary evaluation of sensor data is described in Dietrich et al. (2010). The
presented infrared sensors can be easily disturbed by external light, leading to faulty measurements.
But these external disturbances also affect the measurement noise in such a way that it can be detected
by applying statistical tests – an ideal application for R.

1Official ROS project website: http://www.ROS.org
2ROS language extensions for C++, Python, Lisp, Java, and Lua.
3For a complete list of supported programming languages see http://www.ros.org/wiki/ClientLibraries.
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Overview

This work is intended to serve two tasks. On the one hand, we want to introduce ROS and present its
general development principles to the common R developer. On the other hand, we want to convince
ROS developers to use R for certain types of computation. To demonstrate the utility of combining
ROS and R, we chose a quite common application, the linearization of sensor distance measurements.
In a tutorial-like section we will highlight all relevant aspects in a step-by-step development of an
R node. This node will receive raw sensor data, perform a linearization, visualize and publish the
resulting values.

Before we describe how to develop a ROS node in pure R and how to install our rosR package,
we will give a brief introduction to the common ROS communication principles in the next section.
Some limitations of R made it difficult to implement rosR as a typical R library, such as single
threading, problems in supporting sockets and in handling raw data streams. Instead we developed a
common ROS package, which furthermore required to interface several ROS packages. To ease the
interconnection of ROS C++ functionality with R we applied the Simplified Wrapper and Interface
Generator (SWIG-2.0, 2013). The second-last section deals with these implementation details as well as
the project structuring and should afterwards allow to extend the package with custom functionality.
We conclude our paper with a summary.

ROS communication principles

As already mentioned, ROS offers two basic communication principles, publish/subscribe and service-
based communication. The participation of an R node within a ROS network requires the implementa-
tion of these paradigms. Hence, we briefly introduce both concepts, although rosR currently does not
support services.
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Figure 1: Communication initialization
between a publishing and a subscribing
node.

The main idea behind publish/subscribe (pub/sub) is to de-
couple the production and consumption of data. In contrast
to the widely used address-based communication paradigm,
it offers content-based communication. But, as in most
cases including ROS pub/sub, this is just an overlay on
address-based communication. Topics in this sense define
logical channels that transport all related messages. In
ROS, a channel is tagged by a unique string, such as ‘/map’,
‘/odometry’, or ‘/laserscan’, which identifies the content of
a channel and its message format. Messages are strongly
typed data structures, composed of different primitive types
(e. g., string, integer, float, array, etc.), similar to structs
in C. ROS provides a number of standard data types for
certain sensors or tasks. But a user can define individual
or adapted message formats related to specific purposes. A
publisher (producing node) advertises its intent to publish
on a topic, while a subscriber (consuming node) indicates
its interest on one or more topics. In ROS there is a central
master node that provides name registration and lookup for
all connected nodes. The steps for establishing a connection
been both parties are depicted in Figure 1. Thus, data is
only transmitted, if there is at least one publisher and one
subscriber for one topic.

Services

Pub/sub is ideal for dynamic and flexible message passing, but in some cases it might be more useful
to request for a certain type of data (e. g., camera parameters, robot states, etc.) or the execution of
an action (e. g., grasping an object, planning a trajectory, etc.). This kind of remote procedure call is
handled via services. Nodes offer their services by using string names, similar to topics in pub/sub,
and clients can call these services by sending their request in an appropriate message format, awaiting
the reply message. The connection between both entities is also instantiated with the help of the
master, as seen in Figure 1.
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Parameters

The access to the parameter server is often mentioned as a third communication method, comparable
to shared memory. Parameters are stored at runtime in a multivariate dictionary, which is also hosted
by the ROS master node. It is mainly applied for simple configuration purposes, but it also allows to
inspect and to modify the global configuration.

Installation

First of all ROS has to be installed and configured. Good installation guides can be found on http:
//www.ros.org/wiki/ROS/Installation. Additionally, we put an extensive installation description
for Ubuntu 12.04 and ROS “Groovy Galapagos” on our project site http://www.ros.org/wiki/rosR#R-
Side. The install manual was intended to guide R developers with no or only a little ROS experience.
Information on further developments and adaptations for new ROS versions will be available on the
project website too. Before compiling our rosR package, there are three things required (apart from an
ROS-base and a R-base):

1. SWIG is responsible for interfacing the C++ code (only SWIG2.0 is able to generate appropriate
wrappers for R),

2. the R development packages for C++ Rcpp (cf. Eddelbuettel and François, 2011),

3. and a running subversion client to be able to download our package via:
$ svn co http://svn.code.sf.net/p/ivs-ros-pkg/code/trunk/rosR

Finally, simply enter the installation folder of rosR and run the shell-command rosmake (cf. Foote,
2013). If everything compiled successfully, you should be able to launch a simple test application with:

$ roslaunch rosR random.launch

How-to develop a rosR node

As already mentioned, this section is intended to demonstrate how to use the rosR API, by developing
a node responsible for a common sensor data transformation. For this purpose we chose a common
infrared distance sensor, the Sharp GP2D120 (cf. Sharp Cooperation, 2007). We start with a very basic
application and extend it in the following subsections. The complete source code for every example
as well as the attached sensor measurements can be downloaded from the following ROS project
repository (which can be treated as any ordinary ROS package and therefore has to be built with
rosmake:

$ svn co http://svn.code.sf.net/p/ivs-ros-pkg/code/trunk/rosR_demos

Every subsection will tackle an individual development part and in doing so, will also explain some
internal ROS matters, which makes it necessary to switch between the R-terminal and the command-
line shell. ‘$’ is used to indicate the shell usage ‘>’ and ‘+’ indicate R-commands, while ‘#’ is used for
comments in both cases.

With the following shell-command you start the replay of previously recorded ROS data, gathered
from a Sharp infrared distance sensor. It will also start a ROS master. Therefore, the user should not
cancel it, because then it will not be possible to subscribe to any kind of data or to publish any sensor
data.

$ # replay of data (using rosbag) from rosR_demos/nodes/RJournal/sharpGP2D120.bag
$ roslaunch rosR_demos sharp-playbag.launch

Node initialization

Because we have developed a typical ROS package, which can be located anywhere on your system,
it has to be loaded manually. Run the following command in R to load all required functionality. It
invokes the system call ‘rospack find’ (cf. Gerkey et al., 2013), which is responsible for locating the
current rosR installation directory.

> source(paste(system("rospack find rosR", intern = TRUE), "/lib/ros.R", sep = ""),
+ chdir = TRUE)
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Each command of our API starts with ‘ros.’, so that the auto-completion, after entering ‘ros.’ into
the R-terminal, should present the same result. These are all functions that are required to participate
in every ROS network and to publish and subscribe for messages.

> ros.
ros.BagRead ros.Logging ros.ParamType ros.TimeNow
ros.Debug ros.Message ros.Publisher ros.Warn
ros.Error ros.OK ros.ReadMessage ros.WriteMessage
ros.Fatal ros.ParamDelete ros.SpinOnce
ros.Info ros.ParamGet ros.Subscriber
ros.Init ros.ParamSet ros.SubscriberHasNewMessage

First of all, and as it is required for all ROS nodes, the node has to be registered as a new participant
by announcing at the ROS master with an arbitrary but unique identifier. This can be done with the
R-command:

> ros.Init("R_demo")

ROS also provides a monitoring tool rxgraph (cf. Conley, 2013b) that shows all active applications
(“nodes”) and active connections between them. Starting this tool from the shell should show the
same result, as presented in Figure 2a below. By examining these nodes, you will see that our newly
created node is neither subscribed to nor publishing on a certain topic, while rosbag (cf. Field et al.,
2013) is continuously publishing Float32 data under topic ‘/sharpGP2D120/Voltage’.

(a) before subscribing (b) after subscribing

Figure 2: Connectivity graphs, created with the shell-command rxgraph, both show additional
information about node "R_demo" on the right.

Subscriptions and logging

Within this section, we will show how to subscribe to and receive messages from other ROS nodes.
A subscription in R can be created as easily as in other programming languages. The only relevant
parameters are the topic and the message type (we will handle messages in more detail within
subsection “Publishing new messages”). The function call as listed below creates a new subscription
and also changes the connectivity graph of the ROS network, as depicted in Figure 2b.

> subscription <- ros.Subscriber("/sharpGP2D120/Voltage", "std_msgs/Float32")

Due to the fact that R is single-threaded and the lack of native support for callbacks, we have to
continuously poll for new messages. The code snippet below faciliates this:

> while(ros.OK()) { # evaluates to TRUE as long as the master is online
+ ros.SpinOnce() # fill the subscription buffers with new messages
+ if(ros.SubscriberHasNewMessage(subscription)) {
+ message <- ros.ReadMessage(subscription)
+ ros.Info( paste("Measured Voltage", message$data) )
+ } }
[ INFO] [1374149363.939419670]: Measured Voltage 0.675665080547333
[ INFO] [1374149364.069367143]: Measured Voltage 0.713892936706543
...

Function ros.SpinOnce() is responsible for filling the message buffers of all generated subscribers
with the newest message at once. The fact that a subscriber has received a new message or not, is
indicated with the function call ros.SubscriberHasNewMessage(). This has to be called for every
subscription. The last message that was received can be read out with function ros.ReadMessage().
A message remains in the message buffer of a subscriber as long as it is not overwritten by a newly
received message (ros.SpinOnce()).
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Instead of using the standard print function of R to print out the content of the message, it is also
possible to use some of ROS’s logging functionalities ros.Logging(text,mode) or the abbreviations
for different modes. These are ros.Debug(text), ros.Info(text), ros.Warn(text), ros.Error(text),
and ros.Fatal(text). The usage of these functions enable a user to debug an application, consisting
of multiple nodes, since this information is published to node ‘rosout’ and can be further analyzed
with various tools, compare with Figure 3.

Figure 3: Screenshot of rqt_console (cf. Blasdel, 2013), a viewer that displays logs of various nodes.

Executable scripts

Two things are required, to start the example from above as a R-script from the shell. A comment at
the first line of the script, which defines the correct interpreter:

#!/usr/bin/r

The script also has to be made executable, which can be done with the shell-command ‘chmod’:

$ chmod +x script.R

Afterwards it is possible to run the script in the same way as any other ordinary ROS node. The script
that we had developed so far can be found at ‘rosR_demos/nodes/RJournal/demo0.R’ (this folder also
contains further examples) and is started from the shell with rosrun (cf. Leibs and Kruse, 2013):

$ rosrun rosR_demos demo0.R

Time and visualization

F. 4: $ rosrun rosR_demos demo1.R

Since we started out by stating how easy it is to visualize data with R, the snippet below shows an
improved version of the previous code. The voltage values and their reception time are stored within
two vectors, which are updated and plotted during every processing cycle. Furthermore, a filter is
applied to smooth the results of the measurements. The resulting visualization is shown in Figure 4
and the corresponding source code can be examined at ‘rosR_demos/nodes/RJournal/demo1.R’.

> x11(width = 6, height = 4,
+ title = "SharpGP2D120-Monitor")
> Voltage <- Time <- rep(NA, 100)
> while(ros.OK()) {
+ ros.SpinOnce()
+ if (ros.SubscriberHasNewMessage(subscription)){
+ message <- ros.ReadMessage(subscription)
+ Voltage <- c(Voltage[-1], message$data)
+ Time <- c(Time[-1], ros.TimeNow())
+ plot(Time, Voltage, t = "l",
+ main = "Measured Voltage")
+ lines(Time,
+ filter(Voltage, rep(0.1, 10), sides = 1),
+ type = "l", col = "blue", lwd = 2.5)
+ }}

The only newly used ROS function is ros.TimeNow(). It returns the global system time of the ROS
master as double value, as presented below. The dot separates between seconds since the first of
January 1970 and nanoseconds (everything after the decimal point).

> as.POSIXlt(ros.TimeNow(), origin="1970-01-01") > ros.TimeNow()
[1] "2013-07-18 15:46:26 CEST" [1] 1374155184.932926893234
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Bag-files and linearization

The conversion of non-linear voltage outputs into usable distance measurements is a frequently
occurring tasks, by dealing with raw sensor data. The data sheet from the Sharp Cooperation (2007)
provides a voltage-distance characteristic, which is quite similar to our measurements depicted in
Figure 5. These measurements (sensor output voltage and manually controlled distance) were stored
additionally in the bag-file that is currently replayed by rosbag to publish the voltage values of Sharp
distance sensor. A bag is a standard format in ROS for storing any kind of ROS messages. Reading in
messages from a bag-file, to analyze their content in R, is therefore also provided by our API. Next to
replaying messages, rosbag can also be used for recording messages and inspecting bag-files, as it is
presented below:

$ rosbag info rosR_demos/nodes/RJournal/sharpGP2D120.bag
...
start: Nov 19 2013 14:03:28.91 (1384866208.91)
end: Nov 19 2013 14:28:42.09 (1384867722.09)
size: 39.6 KB
messages: 554
compression: none [1/1 chunks]
types: rosR_demos/Linearization [3f7dd391cdbb9d1f72822c152e8c430f]

std_msgs/Float32 [73fcbf46b49191e672908e50842a83d4]
topics: /sharpGP2D120/Linearization 240 msgs : rosR_demos/Linearization

/sharpGP2D120/Voltage 314 msgs : std_msgs/Float32

The result shows that there are two different topics in two different message formats. The voltage
values to which we had subscribed ‘/sharpGP2D120/Voltage’ and ‘/sharpGP2D120/Linearization’,
which contains the previously measured distance/voltage values. This message format is defined in
‘rosR_demos/msg/Linearization.msg’ and is composed of two Float32 values. Reading these messages
from the bag-file into R can be done with the function ros.BagRead. The required input parameters
are the filename and a vector of strings that defines the topics of interest:

> file <- paste(system("rospack find rosR_demos", intern = TRUE),
+ "/nodes/RJournal/sharpGP2D120.bag", sep = "")
> bag.data <- ros.BagRead(file, c("rosR_demos/Linearization"))

The result is a list consisting of four vectors, these are the topic names, message types, timestamps,
and the messages themselves (the details of message conversion are explained in the next subsection):

> bag.data$topic[2] > bag.data$message[2]
[1] "/sharpGP2D120/Linearization" [[1]]
> bag.data$data_type[2] [[1]]$dist
[1] "rosR_demos/Linearization" [1] 0.031
> bag.data$time_stamp[2] [[1]]$volt
[1] 1374499648.961932659149 [1] 3.0251

Before fitting a suitable equation to describe the relation between distance and voltage, we have to
transform the linearization messages into an appropriate R format (data.frame). In the code example
below, this happens by extracting all required values with the help of sapply:

> # Copy data
> dist <- sapply(bag.data$message,
+ "[[", "dist")
> volt <- sapply(bag.data$message,
+ "[[", "volt")
> sharp.data <- data.frame(dist, volt)
> plot(sharp.data, main = "Linearization")
>
> # Linearization
> sharp.reg <- lm(dist ~ poly(volt, 8),
+ data = sharp.data)
> sharp.dist <- function(volt) {
+ predict(sharp.reg,data.frame(volt))
+ }
>
> # Test 1 > # Test 2
> sharp.dist(0.8) > sharp.dist(2.0)
[1] 0.1638513 [1] 0.0613970 Figure 5: > plot(sharp.data,main=’Lin...’)
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We decide to approximate the relation by a polynom. Previous investigations showed, that
a polynom with a degree of 8 meets our expectations related to the maximum deviation. This
is pretty straight forward in R and can be realized with lm within one line. The following line
defines a function that makes predictions based on the fitted polynom. The predictions made by the
resulting linearization function sharp.dist are quite close to the measurements in data sheet Sharp
Cooperation (2007). The confidence intervals of this linearization are depicted in Figure 6. See also
‘rosR_demos/nodes/RJournal/demo2.R’, which contains the source code of the running example.

Publishing new messages

This subsection concludes our attempts at developing ROS nodes in R. While the first part describes
message handling and conversion from ROS to R, the second part will show how simply the cal-
culated distance values can be published under a new topic and in an appropriate message format
(‘sensor_msgs/Range’).

Messages

In ROS every topic is defined by a strongly typed message format. Messages are therefore described
in language-neutral interface definition format. They are defined as compositions of primitive data
types such as int32, float64, string, arrays, etc., but they can also contain other message definitions
to derive more complex structures for various purposes. Furthermore, every ROS package can define
its own message formats. Addressing a specific message definition therefore requires two values, in
the format of "ros-package-name/message-description-file". By applying rosmsg (cf. Conley and
Foote, 2013) it is possible to examine messages that are defined in different packages as follows:

$ rosmsg show rosR_demos/Linearization $ rosmsg show std_msgs/Float32
float32 dist float32 data
float32 volt

$ rosmsg show sensor_msgs/LaserScan
$ rosmsg show sensor_msgs/Range std_msgs/Header header
uint8 ULTRASOUND=0 uint32 seq
uint8 INFRARED=1 time stamp
std_msgs/Header header string frame_id
uint32 seq float32 angle_min
time stamp float32 angle_max
string frame_id float32 angle_increment

uint8 radiation_type float32 time_increment
float32 field_of_view float32 scan_time
float32 min_range float32 range_min
float32 max_range float32 range_max
float32 range float32[] ranges

The listing above shows the definition formats of four different messages. The first two of them were
already used and you will probably recognize where the names for list elements (‘$data’, ‘$dist’,
‘$volt’) came from. It is notable that the more complex messages combine static information related
to the sensor (‘field_of_view’, ‘min_range’) and the actual measurement sets (‘stamp’, ‘range’). All
ROS messages are automatically converted into compositions of lists, whose format is defined by the
message definition. The resulting list from reading in a message, from a subscription or from a bag-file,
is already presented in the appropriate structure. Calling function ros.Message will also generate an
empty message in the requested format:

> range <- ros.Message("sensor_msgs/Range")

Elements of that newly generated message can simply be changed by assigning new values as follows
(range values from Sharp Cooperation (2007)):

> # equal to range.min_range as in rospy > # or to range->min_range in roscpp
> range$min_range <- 0.04 > range$header$seq <- 0
> range$max_range <- 0.30 > range$header$frame_id <- "/sharp"

‘header’ in this case is an example of a nested message definition. As shown in the result of rosmsg,
this element of type ‘std_msgs/Header’ contains three primitive data types, which means in R that
‘header’ is also translated into a list containing three further elements. Some message definitions
like ‘sensor_msgs/LaserScan’ might also contain arrays, which cannot be directly translated into
appropriate R elements (vectors), as it happens for primitive data types. The conversion of arrays by
using SWIG2.0 can be very time consuming, at least in R. It requires that every single element has to
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be copied into a new R vector. Just think of a camera frame with 640x480 (RGB) pixels, resulting in an
array with 921600 elements. We therefore choose another strategy, to enable and to speed up the access
to these values, if it is required. An array is handled in background as a C++ std::vector<T>. The
access to the elements of this C++ vector is enabled via R wrapper classes. See file ‘rosR/lib/std_vector.R’
for implementation details.

> scan <- ros.Message("sensor_msgs/LaserScan")
> typeof(scan$ranges) # element defines float32 array
[1] "S4"

The functions that are currently used to wrap the access to these C++ vectors are length, print, show,
resize, pop, pop_back, back, front, clear, and []. The usage of these functions allows to query the
length or to print the content of an array as follows:

> length(scan$ranges) > scan$ranges
[1] 0 [1] NULL

Inherited from the SWIG2.0 conversion of std::vectors, array elements have to be added by using the
function append or push_back and can be removed with the functions pop or pop_back, while accessing
and changing already existing array elements can be done in the common R way:

> append(scan$ranges, 0) > msg$ranges[2:4]
> append(scan$ranges, c(1, 2, 3)) [1] 1 2 3
> length(scan$ranges) > msg$ranges[2:4] <- c(11, 22, 33)
[1] 4 > msg$ranges[1:5]
> push_back(scan$ranges, c(4, 5, 6)) [1] 0 11 22 33 4
> length(scan$ranges) > pop(msg$ranges)
[1] 7 [1] 6
> msg$ranges > msg$ranges
[1] 0 1 2 3 4 5 6 [1] 0 11 22 33 4 5

It has to be noted that [] always creates local copies of the elements stored within a C++ vector. Thus,
accessing and analyzing huge arrays (e. g., camera images) is possible but it may require some time for
conversion.

> sum(scan$ranges)
Error in sum(scan$ranges) : invalid 'type' (S4) of argument
> sum(scan$ranges[1:6])
[1] 75

Nevertheless, it is possible to speed up the execution of required functions, such as sum, median, or
density, by manually implementing wrapper functions in the same way as done for length or [] in
file ‘rosR/lib/std_vector.R’. See therefore also section “Implementation details”.

Publishing

Coming back to our example, the publication of converted distance measurements requires the
announcement of a new topic with the new message format. This is done automatically by creating a
new publication:

> publication <- ros.Publisher("/sharpGP2D120/Distance", "sensor_msgs/Range")

Afterwards, the previously generated message of type ‘sensor_msgs/Range’ has to be updated with
the current distance value, a timestamp, and a sequence number. This can happen within the main
loop as follows:

> range$range <- sharp.dist(volt) # convert voltage to distance
> range$header$seq <- counter # store a running sequence number
> range$header$stamp <- ros.TimeNow() # store the current time

Finally, the message can be published by writing the message to the publisher. In contrast to a subscrip-
tion, this information is immediately published and does not require to run function ros.SpinOnce().

> ros.WriteMessage(publication, range) # publish the adapted message

Figure 6 shows the running example of the R node, which is publishing and visualizing the lin-
earized distance measurements. The additional plot on the left shows the non-linear relation between
voltage and distance as well as the current measurement. See also ‘rosR_demos/nodes/RJournal/demo3.R’.
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Figure 6: Screenshots of the final R application (foreground: $ rosrun rosR_demos demo3.R)
and the published range messages in a textual format (background: $ rostopic echo /sharp-
GP2D120/Distance) by using rostopic (cf. Conley, 2013a).

Accessing the parameter server

The parameter server is also part of the ROS master and allows different nodes to exchange simple
parameters (i. e., logical, integer, double, character). Accessing and storing parameters is enabled
by the functions ros.ParamSet, ros.ParamGet, ros.ParamType, and ros.ParamDelete, which can be
used as follows:

> ros.ParamSet("name", "value") > ros.ParamGet("name")
> ros.ParamGet("name") [1] 12.22
[1] "value" > ros.ParamType("name")
> ros.ParamSet("name", TRUE) [1] "double"
> ros.ParamType("name") > ros.ParamDelete("name")
[1] "logical" > ros.ParamType("name")
> ros.ParamSet("name", 12.22) NULL

Function ros.ParamType checks the type of a certain parameter, but can also be used to check if a
parameter does not exist, in this case it will return NULL.

Implementation details

This section will give insights into the project structure and details of implementation. Thus, adapt-
ing and adding new functionality is strongly recommended. As mentioned earlier, our package
was developed with the help of SWIG2.0. This is an “easy to use” tool for interfacing C and C++
libraries/programs from various languages such as Python, Tcl, Go, Guile, Java, and also R. Literally,
it can be seen as a compiler that takes C and C++ declarations as input and generates wrappers as
output. These interfaces and the conversion between different data formats for R are automatically
generated with the help of the Rcpp package, which provides required R functions and a C++ library
for the interconnection.

Structure

To ease the development and the maintenance of the code and the API, the rosR project was separated
into an R and a C++ part:

• ‘rosR/lib/’: Folder for all R related files that are listed below.

– ‘ros.R’: Is the main file of the project, which has to be loaded by every R node. It implements
the whole rosR API and is therefore also responsible for loading other R files. It also
contains a couple of internal helper functions, responsible for message conversion and
handling. Extending the rosR API therefore also requires adapting this file.

– ‘rosR.R’ and ‘rosR.so’: This is the SWIG2.0 generated wrapper code for R and the compiled
C++ library, which enables to access ROS via C++ objects and methods.
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– ‘std_vector.R’: This is the handmade wrapper for accessing ROS arrays. It implements a gen-
eral ‘rros_vector’ class as well as classes for every primitive data type (std::vector<T>).
Based on these class definitions, different wrapper functions were implemented (i. e.,
length, print, show, resize, pop, pop_back, back, front, clear, and []) to ease and hide
the complexity of array access. This is also the right place to include additional user-
defined functionality such as sum, mean, etc., which can increase the speed of execution.
Vector elements can be accessed and manipulated directly with C++ functions, which is
probably more advantageous than creating local vector copies.

• ‘rosR/src/’: Includes all C++ wrappers as listed below, based on roscpp by Quigley et al. (2013),
topic_tools by Quigley and Gerkey (2013), and rosbag by Field et al. (2013).

– ‘rosR.i’: The SWIG2.0 input file, used to include all below listed classes. The result is the
generated wrapper file ‘rosR_wrap.cpp’, which allows to access all methods and classes,
defined in the files below.

– ‘rosR.h/cpp’: Defines general functionality such as initializing a node and generating a node
handle, logging, timing, and spinning. It is the right place for including basic functionality.

– ‘PublisheR.h/cpp’: The generation of a ROS publisher for R is more complex and was
therefore outsourced. The header file contains the implementation of a specific publisher
class developed for R. Other functions defined within the ‘cpp’-file, only give access to this
specific R-publisher and allow the modification of its settings, such as topic, message type,
etc., but also to alter the content of its message buffer (derived from topic_tools).

– ‘SubscribeR.h/cpp’: The subscriber was developed similarly to the implementation of the
publisher. The header filer contains the implementation of a specific R subscriber. Due to
the fact that callbacks cannot be defined within R, every SubscribeR object also contains a
callback method, which comes into play when ros::SpinOnce() is activated. It receives
and stores every new message. Other functions defined within these files give access to
the subscriber and its message buffer.

– ‘BagR.h/cpp’ and ‘ParamR.h/cpp’: As the names suggest, these files contain the functions to
read out bag-files and give access to the parameter server.

– ‘rosR_wrap.cxx’: This file contains the generated wrapper and conversion functionality for
C++, which is based on Rcpp.

SWIG by example

The following two functions are taken from ‘ParamR.cpp’. The first function is used to retrieve string
parameters from the parameter server, similar functions were also defined to retrieve double, boolean,
and integer values. The second function identifies the type of the parameter, returning the type as a
string and the string NULL, if the parameter does not exist.

char* rrosGetParamString( char* rrosGetParamType(ros::NodeHandle* h,
ros::NodeHandle* handle, char* p)//(==param) requested parameter
char* param) {

{ bool b; int i; double d; std::string s;
std::string val; if(h->getParam(p, b)) return "logical";
handle->getParam(param, val); if(h->getParam(p, i)) return "integer";
return const_cast<char*>(val.c_str()); ...

} return "NULL"; }

After SWIG2.0 did its magic, these C++ functions are also callable from R (with their pervious
C++ function names). The API functions ros.ParamGet and ros.ParamType are simple workarounds
(defined in ‘rosR/lib/ros.R’) that hide the different data types and therefore different C++ function calls:

ros.ParamGet <- function(param) { # "rros_node" is a pointer to the ROS node-
p <- param; h <-rros_node; # handle, which was created during the ini-
type <- ros.ParamType(param) # tialization by "ros.Init()".
if (type == "logical") { # It is stored as a global variable and re-
return(rrosGetParamBoolean(h, p)) # quired by most of the rosR API functions.

} else if (type == "integer") {
return(rrosGetParamInteger(h, p)) ros.ParamType <- function(param) {

} else if (type == "double") { p <- param; h <-rros_node;
return(rrosGetParamDouble(h, p)) type <- rrosGetParamType(h, p)

} else if (type == "character") { if (type == "NULL") {
return(rrosGetParamString(h, p)) return(NULL) }

} else { return(NULL) } } return(type) }
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The other functions of our API were also implemented in the same manner (cf. ‘ros.R’), while
announcing a subscriber or a publisher (and also the initialization with ros.Init) also generate
specified objects. The wrapper functions for writing and reading out messages therefore always
require the pointer to these objects, to get access to their public class methods.

Summary

We have developed the first interface for ROS in R and demonstrated its utility as well as its main
concepts, which represents a fruitful combination of the (interdisciplinary) world of robotics with
the world of statistics. On the one hand, it gives ROS developers full access to the huge amount of
R algorithms and functionality for analyzing, visualizing, combining and filtering data. And on the
other hand, it will probably open up a new branch to the R community, by giving online access to real
hardware devices and their data, in contrast to the traditional offline data analysis.

But, there is still a lot of work to do. The next extensions should cover the integration of services,
which could be used for parameter fitting, clustering, machine learning, or pattern matching. Fur-
thermore, it would be beneficial to develop methods in R that would enable callback mechanisms or
multi-threading, to overcome polling for new messages.
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On Sampling from the Multivariate t
Distribution
by Marius Hofert

Abstract The multivariate normal and the multivariate t distributions belong to the most widely used
multivariate distributions in statistics, quantitative risk management, and insurance. In contrast to
the multivariate normal distribution, the parameterization of the multivariate t distribution does
not correspond to its moments. This, paired with a non-standard implementation in the R package
mvtnorm, provides traps for working with the multivariate t distribution. In this paper, common
traps are clarified and corresponding recent changes to mvtnorm are presented.

Introduction

A supposedly simple task in statistics courses and related applications is to generate random variates
from a multivariate t distribution in R. When teaching such courses, we found several fallacies one
might encounter when sampling multivariate t distributions with the well-known R package mvtnorm;
see Genz et al. (2013). These fallacies have recently led to improvements of the package (≥ 0.9-9996)
which we present in this paper1. To put them in the correct context, we first address the multivariate
normal distribution.

The multivariate normal distribution

The multivariate normal distribution can be defined in various ways, one is with its stochastic represen-
tation

X = µ + AZ, (1)

where Z = (Z1, . . . , Zk) is a k-dimensional random vector with Zi, i ∈ {1, . . . , k}, being independent
standard normal random variables, A ∈ Rd×k is an (d, k)-matrix, and µ ∈ Rd is the mean vector. The
covariance matrix of X is Σ = AA> and the distribution of X (that is, the d-dimensional multivariate
normal distribution) is determined solely by the mean vector µ and the covariance matrix Σ; we can
thus write X ∼ Nd(µ, Σ).

In what follows, we assume k = d. If Σ is positive definite (thus has full rank and is therefore
invertible), X has density

fX (x) =
1

(2π)d/2
√

det Σ
exp

(
−1

2
(x− µ)>Σ−1(x− µ)

)
, x ∈ Rd.

Contours of equal density are ellipsoids; all so-called elliptical distributions which admit a density
share this property.

A positive definite (semi-definite) matrix Σ ∈ Rd×d can be written as

Σ = LL> (2)

for a lower triangular matrix L with Ljj > 0 (Ljj ≥ 0) for all j ∈ {1, . . . , d}. L is known as the Cholesky
factor of the Cholesky decomposition (2).

The stochastic representation (1), together with the Cholesky decomposition of Σ, allows for a direct
sampling strategy of multivariate normal distributions Nd(µ, Σ), which can easily be implemented in
R as follows.

> ## Setup
> mu <- 1:2 # mean vector of X
> Sigma <- matrix(c(4, 2, 2, 3), ncol=2) # covariance matrix of X
> n <- 1000 # sample size
> d <- 2 # dimension
> ## Step 1: Compute the Cholesky factor of Sigma
> L <- t(chol(Sigma)) # t() as chol() returns an upper triangular matrix
> ## Step 2: Generate iid standard normal random variates

1The accompanying R script may be obtained from the author upon request.
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> set.seed(271) # set seed for reproducibility
> Z <- matrix(rnorm(n*d), nrow=d, ncol=n) # (d,n)-matrix
> ## Step 3: Reconstruct the stochastic representation
> X <- mu + L %*% Z # (d,n)-matrix of realizations N_d(mu, Sigma)

This idea for sampling X ∼ Nd(µ, Σ) is available in the R package mvtnorm as follows:

> require(mvtnorm)
> set.seed(271)
> X. <- rmvnorm(n, mean=mu, sigma=Sigma, method="chol") # (n,d)-matrix
> stopifnot(identical(t(X), X.)) # check equality of the random numbers

The default method (method="eigen") utilizes the eigendecomposition of Σ, which also applies if some
eigenvalues are 0. The function mvrnorm() of the recommended R package MASS provides the same
approach; see Venables and Ripley (2013) or (Ripley, 1987, pp. 98). Note however, that although the
internally drawn independent standard normal random variates are identical, the two algorithms
compute different matrices A such that AA> = Σ and thus do not lead to identical Nd(µ, Σ) random
variates.

> require(MASS)
> X.. <- mvrnorm(n, mu=mu, Sigma=Sigma) # (n,d)-matrix

The multivariate t distribution

The left-hand side of Figure 1 displays 1000 log-returns of daily stock prices for BMW and Siemens in
the decade from 1985-01-02 to 1994-12-30; the data is available in the R package evir (Pfaff, 2012). This
time period includes various historically “extreme” events such as the stock market crash 1987 known
as “Black Monday” (1987-10-19), one of the Monday demonstrations in Leipzig (1989-10-16), and the
August Putsch attempt against Mikhail Gorbachev (1991-08-19).
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Figure 1: Log-returns for daily (BMW, Siemens) data from 1985-01-02 to 1994-12-30 (left). Correspond-
ingly many simulated data points from a fitted bivariate normal distribution (right).

A comparison with simulated data of the same sample size from a fitted bivariate normal distribu-
tion on the right-hand side of Figure 1 shows that the bivariate normal distribution is not an adequate
model here to account for such (joint) “extreme” events (in the upper right or lower left corner of the
bivariate distribution); this can also be checked with formal statistical or graphical goodness-of-fit
tests. The bivariate t distribution typically captures such events better (mathematically speaking, it is
able to capture “tail dependence”) and has gained popularity in modeling such events, for example, in
quantitative risk management applications.
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Definition and density

The multivariate t distribution with ν degrees of freedom can be defined by the stochastic representation

X = µ +
√

WAZ, (3)

where W = ν/χ2
ν (χ2

ν is informally used here to denote a random variable following a chi-squared
distribution with ν > 0 degrees of freedom) is independent of Z and all other quantities are as in (1).

By introducing the additional random factor
√

W, the multivariate t distribution with ν degrees of
freedom (denoted by tν(µ, Σ)) is more flexible than the multivariate normal distribution (which can
be recovered by taking the limit ν→ ∞) especially in the tails which are heavier for tν(µ, Σ) than for
Nd(µ, Σ). The density of X ∼ tν(µ, Σ) is given by

fX (x) =
Γ
(

ν+d
2

)
Γ
(

ν
2

)
(πν)d/2

√
det Σ

(
1 +

(x− µ)>Σ−1(x− µ)

ν

)− ν+d
2

, x ∈ Rd. (4)

As for the multivariate normal distribution, the density (4) has ellipsoidal level sets and thus belongs
to the class of elliptical distributions.

In R

As the CRAN Task View “Distributions” reveals, the R packages mvtnorm and mnormt (see Azzalini,
2012, for the latter) provide functions for drawing random variates from the multivariate normal and t
distributions. The former is the most widely used among all non-recommended packages (measured
by Reverse Depends as of August 5, 2012; see Eddelbuettel, 2012). In what follows, we present
and discuss changes to mvtnorm (≥ 0.9-9996) which were inspired by the corresponding fallacies.
Afterwards, we will briefly address mnormt.

Fallacies when sampling the multivariate t distribution

The left-hand side of Figure 2 shows 2608 simulated vectors from a bivariate t distribution fitted to
the BMW–Siemens log-return data. The parameters are estimated as follows, utilizing the R package
QRM (Pfaff and McNeil, 2012).

> require(QRM)
> fit <- fit.mst(X, method = "BFGS") # fit a multivariate t distribution
> mu <- fit$mu # estimated location vector
> Sigma <- as.matrix(fit$Sigma) # estimated scale matrix
> nu <- fit$df # estimated degrees of freedom

In comparison to the sample from the multivariate normal distribution on the right-hand side of
Figure 1, the multivariate t distribution shows significantly heavier tails. This is also indicated by the
estimated degrees of freedom parameter ν ≈ 3.02.

The task

We now turn to the task of generating vectors of random variates from a multivariate t distribution
with ν degrees of freedom, that is, generating samples such as shown on the left-hand side of Figure 2.
We assume

µ =

(
1
2

)
, Σ =

(
4 2
2 3

)
, ν = 3, (5)

and try to generate n = 1000 samples.

Fallacy 1: Assuming it to work as expected

The obvious generalization of drawing n samples from Nd(µ, Σ) via rmvnorm(n,mean=mu,sigma=Sigma)
(with n being n, mu being µ, and Sigma being Σ) to tν(µ, Σ) would be to use rmvt(n,mean=mu,sigma=
Sigma,df=nu) (with nu being ν):

> require(mvtnorm)
> n <- 1000
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Figure 2: Simulated data (sample size 2608) from a fitted bivariate t distribution (ν ≈ 3.02) (left).
Simulated data (sample size 2608) from (5) with the approach described in Fallacy 1 (7) (right).

> mu <- 1:2
> Sigma <- matrix(c(4, 2, 2, 3), ncol=2)
> nu <- 3
> set.seed(271)
> X1 <- try(rmvt(n, mean=mu, sigma=Sigma, df=nu)) # error; 'mean' not allowed anymore

In mvtnorm (≥ 0.9-9996), this generates an error and is thus not allowed.

To understand why it is dangerous not to throw an error in this situation, let us look at the mean.
Theoretically, the mean of X ∼ tν(µ, Σ) is given by

E[X] = E[µ +
√

WAZ] = µ +E[
√

W]AE[Z] = µ, (6)

where we used that W and Z are independent, E[Z] = 0, and that ν > 1 (so that E[
√

W] exists). In
previous versions of rmvt(), a specified argument mean was passed to the internal call of rmvnorm()
via the ellipsis “...”. This implies that one actually generated a sample from

X =
√

WY , (7)

where Y ∼ Nd(µ, Σ). The expectation of X in this case is

E[X] = E[
√

W]µ

instead of µ.
√

W has distribution function F√W(x) = 1 − Fχ2
ν
(ν/x2) with density f√W(x) =

2ν fχ2
ν
(ν/x2)/x3. Using the fact that a χ2

ν distribution is a Γ(ν/2, 1/2) distribution with density
fΓ(ν/2,1/2)(x) = (1/2)ν/2xν/2−1 exp(−x/2)/Γ(ν/2), a rather tedious than complicated calculation
shows that

E[
√

W] =

√
ν

2
Γ((ν− 1)/2)

Γ(ν/2)

and thus that E[X] ≈ (1.38, 2.76) rather than the required µ = (1, 2). Table 1 gives an intuition for how
fast E[

√
W] converges to 1 for large ν. In financial applications, one typically has ν values between 3

and 5 which implies values of E[
√

W] between 1.3820 and 1.1894, respectively.

ν 1.0080 1.0794 1.7757 8.5417 76.0418 751.0417
E[
√

W] 101 11 2 1.1 1.01 1.001

Table 1: Values of ν for E[
√

W] ∈ {1 + 10i : i ∈ {2, 1, 0,−1,−2,−3}}.
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It follows from (1) and (7) that previous versions of rmvt() with specified argument mean actually
sampled from a random vector X with stochastic representation

X =
√

Wµ +
√

WAZ. (8)

The distribution of such X belongs to the class of normal mean-variance mixtures; see (McNeil et al., 2005,
Section 3.2.2). In general, such distributions are not elliptical distributions anymore. By looking at the
source code of rmvt(), we can still mimic this previous behavior of rmvt(n,mean=mu,sigma=Sigma,df=
nu) by

> set.seed(271)
> ## exactly the random variates drawn by rmvt(n, mean=mu, sigma=Sigma, df=nu)
> ## in versions of mvtnorm before 0.9-9996:
> X12 <- rmvt(n, sigma=Sigma, df=nu, delta=mu, type="Kshirsagar")
> colMeans(X12) # => wrong (sample) mean

[1] 1.5380 2.7955

The result is shown on the right-hand side of Figure 2. In contrast to many other sampling functions
in R (even including mnormt’s rmt()), rmvt() does not have an argument mean and previous versions
of rmvt() thus generated random variates from (8) instead if this argument was provided.

Remark 1 • As we can see from the last chunk, rmvt() with type="Kshirsagar" specifically allows to
sample (8). For other applications of type="Kshirsagar", see ?rmvt.

• We saw in (6) that µ is only the mean of X if ν > 1. The parameter µ of tν(µ, Σ) is therefore referred to
as location vector (as opposed to “mean vector”).

Fallacy 2: Vector vs matrix

To properly specify the location vector, R users are often tempted to do the following:

> X2 <- mu + rmvt(n, sigma=Sigma, df=nu)

The problem with this approach is not visible for the human eye here! To make it more pronounced,
let us blow up the location vector:

> set.seed(271)
> X2 <- 20*mu + rmvt(n, sigma=Sigma, df=nu)

The left-hand side of Figure 3 reveals the problem. Indeed, we added the vector 20*mu to the matrix
returned by rmvt(). R solves this problem by sufficiently often repeating the vector elements to obtain
a matrix of the same size such that addition makes sense.

> head(matrix(20*mu, nrow=n, ncol=d))

[,1] [,2]
[1,] 20 20
[2,] 40 40
[3,] 20 20
[4,] 40 40
[5,] 20 20
[6,] 40 40

As we can see (and more experienced R users know this fact well), matrices are filled and worked on
column-wise. So every second sample has a different mean vector (alternating between (20, 20) and
(40, 40)). We thus sampled a mixture of two t distributions and again have left the class of elliptical
distributions. The left-hand side of Figure 3 clearly indicates this by showing the two clouds centered
around the two mean vectors. This problem is virtually impossible to detect here without the scaling
factor (and thus harbors risk of being overlooked).

In order to take care of the correct mean, there are several possibilities, some are:

> set.seed(271)
> X21 <- matrix(mu, nrow=n, ncol=d, byrow=TRUE) + rmvt(n, sigma=Sigma, df=nu)
> set.seed(271)
> X22 <- rep(mu, each=n) + rmvt(n, sigma=Sigma, df=nu)
> set.seed(271)
> X23 <- sweep(rmvt(n, sigma=Sigma, df=nu), MARGIN=2, STATS=mu, FUN="+")
> stopifnot(identical(X21, X22),

identical(X21, X23)) # check equality of the random numbers
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The last approach is implemented in rmvt() in terms of the argument delta (if the argument type
attains its default "shifted"):

> set.seed(271)
> X24 <- rmvt(n, sigma=Sigma, df=nu, delta=mu)
> stopifnot(identical(X21, X24))

Fallacy 3: The meaning of Σ and sigma

After having taken care of the mean vector µ, let us now consider Σ.

> set.seed(271)
> X3 <- rmvt(n, sigma=Sigma, df=nu, delta=mu)
> cov(X3)

[,1] [,2]
[1,] 9.8843 4.9204
[2,] 4.9204 7.6861

As we see, the sample covariance matrix is not close to Σ as specified in (5).

For X ∼ Nd(µ, Σ) it is easy to see that E[X] = µ and Cov[X] = Σ, so µ and Σ are indeed the mean
vector and covariance matrix of X, respectively. As we have already seen for µ, this is not necessarily
true anymore for tν(µ, Σ) due to the additional random factor

√
W in the stochastic representation (3).

The same applies to the covariance matrix of X. It follows from (3) that if E[W] < ∞, we have

Cov[X] = Cov[
√

WAZ] = E[(
√

WAZ)(
√

WAZ)>] = E[W]Cov[AZ] = E[W]Σ.

It is a basic exercise to show that W = ν/χ2
ν implies that E[W] = ν

ν−2 . Therefore, the covariance
matrix of X only exists if ν > 2 in which case it is Cov[X] = ν

ν−2 Σ, not Σ. For this reason, Σ is referred
to as scale (or dispersion) matrix in order to distinguish it from the covariance matrix of X (which does
not have to exist). In our task (5) the covariance matrix of X is 3Σ which is roughly what we see
above (and which can be confirmed by a larger sample size). X3 (displayed on the right-hand side of
Figure 3) therefore shows a sample from the correct distribution as specified by (5); note that the same
construction principle has been used to create the left-hand side of Figure 2.
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Figure 3: Simulated data from the approach described in Fallacy 2 (left) and Fallacy 3 (right).

Finally, let us mention that if ν > 2, then

Cor[X] = P = (ρij)i,j∈{1,...,d}, where ρij =
Cov[Xi, Xj]√

Var[Xi]Var[Xj]
.
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Let Σ = (σij)i,j∈{1,...,d}. Since

Cov[Xi, Xj] = E[W]σij, i, j ∈ {1, . . . , d},

Var[Xk] = E[(
√

W(AZ)k)
2] = E[W]Var[(AZ)k] = E[W]σkk, k ∈ {1, . . . , d},

where (AZ)k denotes the kth row of AZ, we obtain

Pij =
E[W]σij√

E[W]σiiE[W]σjj

=
σij
√

σiiσjj
.

If ν > 2, we see that although the covariance matrix Cov[X] is not equal to the scale matrix Σ, the
correlation matrix Cor[X] is equal to the correlation matrix P corresponding to the scale matrix Σ. This
can also be verified numerically:

> set.seed(271)
> ## sample correlation matrix of a t3 sample with scale matrix Sigma
> cor(rmvt(1e6, sigma=Sigma, df=3, delta=mu))

[,1] [,2]
[1,] 1.00000 0.57667
[2,] 0.57667 1.00000

> ## correlation matrix corresponding to Sigma
> cov2cor(Sigma)

[,1] [,2]
[1,] 1.00000 0.57735
[2,] 0.57735 1.00000

Remark 2 The user should also be aware of the fact that rmvt(n,delta=mu,sigma=Sigma,df=0,...) is
equivalent to rmvnorm(n,mean=mu,sigma=Sigma,...). This is counter-intuitive as the multivariate normal
distribution arises as ν → ∞, not ν → 0+. This might be problematic for very small degrees of freedom
parameters ν due to truncation to 0. Note that mvtnorm (≥ 0.9-9996) now also allows to specify df=Inf for
the (same) limiting multivariate normal distribution. The case df=0 remains for backward compatibility.

Comparison with mnormt

The R package mnormt provides the function rmt() for sampling from the multivariate t distri-
bution. The call rmt(n,mean=mu,S=Sigma,df=nu) provides the correct answer to task (5). Note
that rmt() has an argument mean, but actually means the location vector (see ?rmt). Furthermore,
there is a subtle difference between mnormt and mvtnorm. mnormt’s rmnorm() uses a Cholesky
decomposition of Σ. Even by starting with the same seed and calling mvtnorm’s rmvt() with
method="chol", the vectors of random variates generated by rmt(n,mean=mu,S=Sigma,df=nu) and
those by rmvt(n,sigma=Sigma,df=nu, delta=mu,method="chol") are not identical. The reason for this
is that the order in which the normal and the χ2

ν distributed random variates are generated differs for
rmt() and rmvt().

Summary and conclusion

Table 2 collects the various calls of rmvt() and corresponding stochastic representations of X we
encountered.

To summarize, let X ∼ tν(µ, Σ). Then:

1. The location vector µ is not equal to E[X] unless ν > 1 and thus E[X] exists. The scale matrix Σ
is a covariance matrix but not equal to the covariance matrix of X.

2. X can be sampled via rmvt(n,sigma=Sigma,df=nu,delta=mu), where n is the sample size n, mu
the location vector µ, Sigma the scale matrix Σ, and nu the degrees of freedom parameter ν; this
holds for all ν > 0 (watch out for very small ones, though).

3. The argument sigma of rmvt() denotes the scale matrix Σ of X. If the scale matrix Σ is standard-
ized, it is a correlation matrix, but not necessarily the correlation matrix of X (the latter does not
have to exist). Only if ν > 2, Cor[X] exists and equals the correlation matrix corresponding to
the scale matrix Σ (which can be computed via cov2cor()).

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES 136

Call Stochastic representation of X

X1 <- rmvt(n, mean=mu, sigma=Sigma, df=nu); gives an error
X12 <- rmvt(n, sigma=Sigma, df=nu, delta=mu, type="Kshirsagar"); X =

√
W(µ + AZ)

X2 <- mu + rmvt(n, sigma=Sigma, df=nu); mixture of two t distributions (see text)
X21 <- matrix(mu, nrow=n, ncol=d, byrow=TRUE) + rmvt(n, sigma=Sigma, df=nu); as X3
X22 <- rep(mu, each=n) + rmvt(n, sigma=Sigma, df=nu); as X3
X23 <- sweep(rmvt(n, sigma=Sigma, df=nu), MARGIN=2, STATS=mu, FUN="+"); as X3
X24 <- rmvt(n, sigma=Sigma, df=nu, delta=mu); as X3
X3 <- rmvt(n, sigma=Sigma, df=nu, delta=mu); X = µ +

√
WAZ ∼ tν(µ, Σ)

Table 2: Calls of rmvt() and corresponding stochastic representations of X.
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betategarch: Simulation, Estimation and
Forecasting of Beta-Skew-t-EGARCH
Models
by Genaro Sucarrat

Abstract This paper illustrates the usage of the betategarch package, a package for the simulation,
estimation and forecasting of Beta-Skew-t-EGARCH models. The Beta-Skew-t-EGARCH model is
a dynamic model of the scale or volatility of financial returns. The model is characterised by its
robustness to jumps or outliers, and by its exponential specification of volatility. The latter enables
richer dynamics, since parameters need not be restricted to be positive to ensure positivity of volatility.
In addition, the model also allows for heavy tails and skewness in the conditional return (i.e. scaled
return), and for leverage and a time-varying long-term component in the volatility specification. More
generally, the model can be viewed as a model of the scale of the error in a dynamic regression.

Introduction

It is well known that financial returns are characterised by volatility clustering: Large returns in
absolute value are likely to be followed by other large returns in absolute value, and small returns in
absolute value are likely to be followed by other small returns in absolute value. This characteristic is
usually modelled by specifications in the Autoregressive Conditional Heteroscedasticity (ARCH) class
of models by Engle (1982). If yt denotes the financial return at t such that

yt = σtεt, εt ∼ I ID(0, σ2
ε ), σ2

t = h(σt−1, yt−1, . . .), t = 1, 2, . . . ,

then the scale or volatility σt > 0 is said to follow an ARCH process. Arguably, the most popular
ARCH specification is the first order Generalised ARCH (GARCH) of Bollerslev (1986), where σ2

t
is modelled in an ARMA(1,1)-like manner, σ2

t = ω + φ1σ2
t−1 + κ1y2

t−1 with σ2
ε = 1, see Francq and

Zakoïan (2010) for a recent survey of GARCH models. If the financial return in question is predictable,
then yt can be interpreted as de-meaned return, i.e. the unpredictable part of return. However, more
generally, yt can be viewed as the error-term in a dynamic regression. Three characteristics that are
often exhibited by financial returns are leverage (i.e. volatility asymmetry), conditional fat-tailedness
and conditional skewness. The former means volatility tends to be higher after negative returns –
this is typically attributed to leverage (hence the name), whereas conditional fat-tailedness means the
standardised conditional return (i.e. εt) is more fat-tailed than the Gaussian. Conditional skewness
means the standardised return is not symmetric. For stock returns, the skewness is typically negative,
which means the probability of a large negative return is greater than a large positive return, even
after controlling or adjusting for the recent level of volatility.

Several R packages provide facilities for the estimation and forecasting of univariate GARCH
models that contains one or more of these features. Arguably, the three most important packages are
tseries by Trapletti and Hornik (2013), fGarch by Wuertz et al. (2013) and rugarch by Ghalanos (2013).
The tseries package probably has the fastest GARCH optimiser, but does not offer state-of-the-art
specifications with leverage and fat-tailed skewed densities. This, by contrast, is provided by the
fGarch and rugarch packages. The former has been considered by many – including myself – as the
benchmark package in R for quite a while, since it provides a wide range of GARCH models coupled
with a variety of densities. However, unfortunately, fGarch does not offer the possibility to estimate
Exponential GARCH (EGARCH) models, i.e. models where the dynamics is specified in terms of ln σ2

t
rather than in terms of σ2

t . EGARCH models are attractive, since they enable richer and more flexible
dynamics (parameters can be negative), and since the autocorrelation function of returns depends
on the conditional density (this is not the case for non-exponential ARCH models). The rugarch
package, which despite its relative recent origin (available on CRAN since September 2011) already
offers an impressive range of GARCH specifications and variations of these, fills this gap to some
extent by providing Nelson’s (1991) EGARCH model. Another package that partially fills this gap is
AutoSEARCH by Sucarrat (2012), which offers estimation and automated General-to-Specific model
selection of log-ARCH-X models. However, to the best of my knowledge, there are no other R packages
that provide facilities for additional EGARCH models. The betategarch package thus contributes to
the R world by offering utilities for the simulation, estimation and forecasting of Beta-t-EGARCH
models.

The Beta-t-EGARCH model was first proposed by Harvey (2013) and Harvey and Chakravarty
(2008), but it can also be viewed as an unrestricted version of the Generalised Autoregressive Score
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(GAS) model of Creal et al. (2013). The code upon which betategarch is based was originally developed
for Harvey and Sucarrat (2013), which extends the Beta-t-EGARCH model to the skewed case. The
Beta-Skew-t-EGARCH model has a number of attractions. First, the model is robust to jumps or
outliers, and fares very well empirically for a variety of financial returns when compared with
other GARCH models, see Harvey and Sucarrat (2013). Second, the model accommodates the most
important characteristics of time-varying financial volatility: Leverage, conditional fat-tailedness,
conditional skewness and a decomposition of volatility into a short-term and a long-term component.
Third, the unconditional moments of return (i.e. yt) exist (if the conditional moments exist), which is
important in long-term forecasting and for the computation of the autocorrelation function of returns.
By contrast, this is generally not the case for Nelson’s (1991) EGARCH when coupled with a t density:
A necessary condition for the unconditional moments of the first-order specification to exist when
εt is t is that the ARCH parameter is negative, see condition (A1.6) and the subsequent discussion
in Nelson (1991, p. 365). Moreover, in the presence of leverage the ARCH parameter must be even
more negative for the unconditional moments to exist. This is why Nelson (1991) proposed his model
with a Generalised Error Distribution (GED) instead of a t. Fourth, the asymptotic properties are
much easier to derive than those of Nelson’s (1991) EGARCH, see Straumann and Mikosch (2006) and
Wintenberger (2012) for a detailed description of the difficulties. Finally, since the conditional score
drives the dynamics of the model, the Beta-t-EGARCH acquires some attractive theoretical properties.
In particular, a simple transformation of the score is Beta-distributed (hence the name).

The two main functions of the betategarch package (version 3.1) are tegarchSim and tegarch. The
first simulates from a Beta-Skew-t-EGARCH, whereas the latter estimates one. The tegarch function
returns an object (a list) of the tegarch class, and a collection of S3 methods developed for this class can
be applied to such objects: coef, fitted, logLik, predict, print, residuals, summary and vcov. The
rest of the functions in the package are either auxiliary functions called by the two main functions, or
a dataset, nasdaq, which is included for illustration purposes (see empirical example below). Finally, it
is worth noting that the objects returned by tegarchSim function and the fitted and predict methods
are of the class zoo defined in package zoo, see Zeileis and Grothendieck (2005) and Zeileis et al. (2013).
This means a large range of useful time-series methods and facilities can be applied to these objects,
including plotting and printing methods.

The one-component Beta-Skew-t-EGARCH

The martingale difference version of the first order one-component Beta-Skew-t-EGARCH model (see
Sections 4 and 6 in Harvey and Sucarrat, 2013) is given by

yt = exp(λt)εt = σtεt, εt ∼ st(0, σ2
ε , ν, γ), ν > 2, γ ∈ (0, ∞), (1)

λt = ω + λ†
t , (2)

λ†
t = φ1λ†

t−1 + κ1ut−1 + κ∗sgn(−yt−1)(ut−1 + 1), |φ1| < 1. (3)

The σt is the conditional scale or volatility, which need not equal the conditional standard deviation.
In other words, εt is not standardised to have variance one. The conditional standard deviation is
obtained as σtσε, where σ2

ε is the variance of εt. The conditional error εt is distributed as a Skewed t
with zero mean, scale σ2

ε , degrees of freedom parameter ν and skewness parameter γ. The conditional
error is defined as εt = ε∗t − µε∗ , where ε∗t is an uncentred (i.e. mean not necessarily equal to zero)
Skewed t variable with ν degrees of freedom, skewness parameter γ and mean µε∗ . A centred and
symmetric (i.e. ordinary) t-distributed variable with mean zero is obtained when γ = 1, in which
µε∗ = 0, whereas a left-skewed (right-skewed) t-variable is obtained when γ < 1 (γ > 1). More
details on the distribution are given below. The ω is the log-scale intercept and can be interpreted
as the long-term log-volatility, φ1 is the persistence parameter (the bigger, the more clustering), κ1
is the ARCH parameter (the bigger in absolute value, the greater the response to shocks), ut is the
conditional score (i.e. the derivative of the log-likelihood of yt at t with respect to λt) and κ∗ is the
leverage parameter. A sufficient condition for stability in λt is |φ1| < 1.

Let ε∗ denote an ordinary (i.e. centred and symmetric) t-distributed variable (with unit scale),
and let f (ε∗) denote its density. By means of the skewing method of Fernández and Steel (1998), the
density of an uncentred Skewed t variable can be written as

f (ε∗|γ) = 2
γ + γ−1 f

(
ε∗

γsgn(ε∗)

)
. (4)

Computation of the density values and of the mean of an uncentred Skewed t variable, and random
number generation, can be undertaken with dST, STmean and rST, respectively. For example, the
following code compares the empirical average of ten thousand random numbers with the analytical
mean:
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library(betategarch)
set.seed(123)
eps <- rST(10000, df=5, skew=0.7)
mean(eps)
[1] -0.69805
STmean(df=5, skew=0.7)
[1] -0.6914265

In addition, the functions STvar, STskewness and STkurtosis return the analytical values of the
variance, skewness (the standardised 3rd moment) and kurtosis (the standardised 4th moment),
respectively, of an uncentered Skewed t variable.

The conditional score of the martingale difference version of the Beta-Skew-t-EGARCH model (see
Harvey and Sucarrat, 2013, Equation (32) in Section 4) is given by

∂ ln fy(yt)

∂λt
= ut

=
(ν + 1)[y2

t + ytµε∗ exp(λt)]

ν exp(2λt)γ2sgn(yt+µε∗ exp(λt)) + (yt + µε∗ exp(λt))2
− 1. (5)

It is useful to note, however, that for simulation purposes the score ut can also be written more
conveniently as

ut =
(ν + 1)(ε∗2t − µε∗ ε

∗
t )

νγ2sgn(ε∗t ) + ε∗2t
− 1,

where ε∗t is an uncentred Skewed t variable. When the conditional distribution is symmetric (i.e.
γ = 1), then ut+1

ν+1 ∼ Beta(1/2, ν/2). This explains the origin of the name Beta-t-EGARCH.

Financial returns that follow the one-component Beta-Skew-t-EGARCH model given by (1)-(3) can
be simulated with the tegarchSim function. For example, in order to generate two thousand returns
from a specification with empirically plausible values on ω, φ1, κ1 and ν, but without leverage and
skewness, then the following code can be used:

y1 <- tegarchSim(2000, omega=0.1, phi1=0.95, kappa1=0.05, df=10)

Similarly, the following three commands each generate two thousand returns with, respectively,
moderate leverage, strong left-skewness, and both moderate leverage and strong left-skewness:

y2 <- tegarchSim(2000, omega=0.1, phi1=0.95, kappa1=0.05, kappastar=0.02, df=10)
y3 <- tegarchSim(2000, omega=0.1, phi1=0.95, kappa1=0.05, df=10, skew=0.8)
y4 <- tegarchSim(2000, omega=0.1, phi1=0.95, kappa1=0.05, kappastar=0.02, df=10,

skew=0.8)

By default, the tegarchSim function returns the values of yt only. However, for the full set of output
one may use the verbose option. For example, the following code generates 100 observations using
the default parameter values, stores the output in the matrix mY that is of class zoo and returns the first
six observations:

mY <- tegarchSim(100, verbose=TRUE)
head(mY)

y sigma stdev lambda lambdadagg u epsilon
1 0.19977534 1.0000000 1.118034 0.000000000 0.000000000 -0.9562733 0.19977534
2 -1.35118283 0.9904828 1.107393 -0.009562733 -0.009562733 0.7258681 -1.36416581
3 0.15475640 0.9981758 1.115994 -0.001825916 -0.001825916 -0.9736225 0.15503923
4 -0.04853563 0.9885947 1.105282 -0.011470845 -0.011470845 -0.9973492 -0.04909558
5 0.48034223 0.9793455 1.094942 -0.020870795 -0.020870795 -0.7415964 0.49047270
6 0.39742433 0.9731245 1.087986 -0.027243220 -0.027243220 -0.8195400 0.40840028

The last column named "epsilon" contains the centred Skewed t variable εt as defined in (1). The
zeros for λt and λ†

t in the first row are due to the default initial value. This can be changed via the
lambda.initial option.

The two-component Beta-Skew-t-EGARCH

Squared financial return often exhibit long-memory, see Ding et al. (1993) and Ding and Granger
(1996). Two-component models of volatility accommodate the long-memory property by decomposing
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volatility into one long-term component and one short-term component. The role of the latter is to
pick up temporary changes following a shock.

The martingale difference version of the first order two-component Beta-Skew-t-EGARCH model
(see Sections 2.5 and 6 in Harvey and Sucarrat, 2013) is given by

y = exp(λt)εt = σtεt, εt ∼ st(0, σ2
ε , ν, γ), ν, γ ∈ (0, ∞), (6)

λt = ω + λ†
1,t + λ†

2,t, (7)

λ†
1,t = φ1λ†

1,t−1 + κ1ut−1, |φ1| < 1, (8)

λ†
2,t = φ2λ†

2,t−1 + κ2ut−1 + κ∗sgn(−yt−1)(ut−1 + 1), |φ2| < 1, φ1 6= φ2. (9)

The λ1,t and λ2,t can be interpreted as the time-varying long-term and short-term components of
log-volatility, respectively. The conditional score ut, also here given by (5), drives both the long-run
and short-run components, but leverage appears only in the short-term component. This is in line
with the view that shocks only matter for short-term volatility, see e.g. Engle and Lee (1999). The
model is not identifiable if φ2 = φ1.

Returns that follow a two-component Beta-Skew-t-EGARCH model given by (6)-(9) can also be
simulated with the tegarchSim function. For example, the following code generates three thousand
returns from a specification with empirically plausible values on the other parameters, but without
leverage and skewness:

y1 <- tegarchSim(3000, omega=0.2, phi1=0.98, phi2=0.9, kappa1=0.01, kappa2=0.02, df=5)

Similarly, just as in the one-component case, the following code generates three thousand values of yt
with, respectively, leverage, skewness, and both leverage and skewness:

y2 <- tegarchSim(3000, omega=0.2, phi1=0.98, phi2=0.9, kappa1=0.01, kappa2=0.02,
kappastar=0.04, df=5)

y3 <- tegarchSim(3000, omega=0.2, phi1=0.98, phi2=0.9, kappa1=0.01, kappa2=0.02,
df=5, skew=0.95)

y4 <- tegarchSim(3000, omega=0.2, phi1=0.98, phi2=0.9, kappa1=0.01, kappa2=0.02,
kappastar=0.04, df=5, skew=0.95)

Also here is the verbose option available for a more detailed output, and also here can the
lambda.initial option be used to change the initial values.

Estimation and inference

One-component and two-component specifications can be estimated with the tegarch function. For
example, the following code generates 5000 values of yt with default parameter values, estimates
a one-component specification with leverage and skewness, and then prints the most important
information:

set.seed(123)
y <- tegarchSim(5000)
onecompmod <- tegarch(y)
onecompmod

Date: Wed Dec 04 19:53:52 2013
Message (nlminb): relative convergence (4)

Coefficients:
omega phi1 kappa1 kappastar df skew

Estimate: -0.002491487 0.92076991 0.014298775 -0.003284977 9.371817 0.99867519
Std. Error: 0.018374338 0.04263685 0.005027258 0.003574193 1.087466 0.01979645

Log-likelihood: -7635.482215
BIC: 3.064414

Estimation without leverage or skewness or both can be achieved by setting the asym and skew options
to FALSE. For alternative summaries of the estimation results the summary method can be used, either
with its verbose option set to FALSE (default) or TRUE (more information is returned). The latter
returns, amongst other, the initial values used, the upper and lower bounds used (see Section on
“Computational challenges” below) and the numerically estimated Hessian. For additional inference
on the parameters the covariance-matrix of the parameter estimates can be extracted with the vcov
method:
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vcov(onecompmod)

omega phi1 kappa1 kappastar df
omega 3.376163e-04 4.821495e-06 -3.369968e-06 3.781322e-06 1.202316e-02
phi1 4.821495e-06 1.817901e-03 -1.321280e-04 7.384223e-05 1.460351e-05
kappa1 -3.369968e-06 -1.321280e-04 2.527332e-05 -5.374307e-06 -5.498031e-04
kappastar 3.781322e-06 7.384223e-05 -5.374307e-06 1.277486e-05 2.261583e-05
df 1.202316e-02 1.460351e-05 -5.498031e-04 2.261583e-05 1.182581e+00
skew 1.808787e-06 -6.327049e-05 3.869190e-06 -7.473051e-06 2.075498e-04

skew
omega 1.808787e-06
phi1 -6.327049e-05
kappa1 3.869190e-06
kappastar -7.473051e-06
df 2.075498e-04
skew 3.918993e-04

In order to estimate a two-component Beta-Skew-t-EGARCH model the components option has to be
set to 2:

twocompmod <- tegarch(y, components=2)

To estimate a two-component model without skewness the skew argument must be set to FALSE.
Leverage, however, cannot be turned off in the two-component model for identifiability reasons.

Forecasting volatility

Forecasts of volatility – i.e. either the conditional standard deviation or the conditional scale – can
be generated with the predict method applied to a tegarch object. The formula for n-step ahead
forecasts of conditional scale σt is

Et(σt+n) = exp(ω + φn
1 λ†

t ) ·Πn
i=1Et

[
exp(φn−i

1 gt+i−1)
]

(10)

for the one-component model, where gt is an IID term equal to κ1ut + κ∗sgn(−ε)(ut + 1). The t
subscript in the conditional expectation operator Et(·) means the set of conditioning information
contains all values up to and including period t. Accordingly, for i = 1 the value of Et[exp(φn−i

1 gt+i−1)]

is exp(φn−1
1 gt). For i > 1, however, the expectations are not available in explicit form, so they are

estimated by computing the sample mean of a large number of simulated IID variates. The default
number of IID variates is 10 000, but this can be changed via the n.sim option. Another default option
is that the predict method only returns forecasts of the conditional standard deviation

Et(σt+n)σε. (11)

However, if the verbose option is changed to TRUE, then forecasts of the conditional scale are also
returned. Similarly, the initial values used are by default those of the last observation in the estimation
sample. This can be altered via the initial.values option, e.g. for counterfactual or scenario analysis
purposes.

The scale formula for the two-component specification is

Et(σt+n) = exp(ω + φn
1 λ†

1,t + φn
2 λ†

2,t) ·Πn
i=1Et

[
exp(φn−i

1 g1,t+i−1 + φn−i
2 g2,t+i−1)

]
, (12)

where g1,t = κ1ut and g2,t = κ2ut + κ∗sgn(−ε)(ut + 1). Again, forecasts of conditional standard
deviations are given by Et(σt+n)σε, and the expectations in the last term on the right are estimated by
simulation for i > 1.

As an example, the following code generates forecasts up to 7-period ahead for both scale and
standard deviation for the one-component model estimated above:

set.seed(123)
predict(onecompmod, n.ahead=7, verbose=TRUE)

sigma stdev
1 1.012363 1.141463
2 1.014470 1.143838
3 1.012704 1.141847
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4 1.011081 1.140017
5 1.009589 1.138335
6 1.008217 1.136788
7 1.006955 1.135365

The returned object is of class zoo, so a convenient time-series plotting method is readily available.
Similarly, the command predict(twocompmod,n.ahead=7,verbose=TRUE) generates a corresponding
set of forecasts for the two-component model estimated above.

Computational challenges

Estimation of the Beta-Skew-t-EGARCH model is by exact Maximum Log-likelihood (ML). The
expressions of the first and second derivatives are not available in explicit form, so the procedure is all
numerical. This leads to four computational challenges. The first is simply that the model is highly
nonlinear, which is readily apparent by simply looking at the expression for the score (equation (5)).
Moreover, the degree of non-linearity is compounded in the two-component specification. However,
as no positivity constraints on the ARCH, GARCH and leverage parameters (i.e. ω, φ1, φ2, κ1, κ2, κ) are
needed, the numerical challenges are in fact not as large as those of, say, the two-component GARCH
model of Engle and Lee (1999). There, positivity constraints on all parameters are necessary. As in
all highly nonlinear estimation problems a set of good initial values is essential. By default, these are
0.02, 0.95, 0.05, 0.01, 10, 0.98 for one-component specifications, and 0.02, 0.95, 0.9, 0.001, 0.01, 0.005, 10,
0.98 for two-component specifications. However, if the user wishes to do so they can be changed via
the initial.values option in the tegarch function. The summary method with option verbose=TRUE
returns (amongst other) the initial values used in estimation.

The second computational challenge is that dynamic stability or stationarity – in practice that |φ1| <
1 (and |φ2| < 1 in the two-component case) – is required for estimation, whereas empirically φ1 (and φ2)
is often close to, but just below, 1. In order to avoid explosive recursions during estimation it is therefore
desirable to restrict φ1 (and φ2) such that |φ1| < 1 (and |φ2| < 1). My experience suggests the nlminb
function is an excellent choice for this type of problems. The optim function with the L-BFGS-U option
provides a similar bounding facility, but in practice it does not work as well as nlminb (it is less precise
and fails more often in my experience). As for bounds, the skewing parameter γ is only defined on
strictly positive values, and on theoretical grounds the degrees of freedom parameter ν must be greater
than 2. For these reasons the default lower bounds on φ1, φ2, ν and γ are -1+.Machine$double.eps,
-1+.Machine$double.eps, 2+.Machine$double.eps and .Machine$double.eps, and their default up-
per bounds are 1-.Machine$double.eps, 1-.Machine$double.eps, +Inf and +Inf (i.e. ν and γ are
unbounded from above). The other parameters are unbounded (i.e. their default upper and lower
bounds are +Inf and -Inf, respectively). If the user wishes to do so the bounds can be changed via the
lower and upper options in the tegarch function. Additional control options can also be passed on to
the nlminb optimiser (see nlminb documentation) by introducing them as arguments in the tegarch
function.

A third computational challenge is due to the presence of the sign function sgn in the skewed
density (4), which means the log-likelihood is not differentiable in γ at the skewness change point. The
log-likelihood is continuous, so the problem is likely to be numerical only and not theoretical. In fact,
consistency and asymptotic normality results often hold regardless (see e.g. Zhu and Galbraith, 2010).
Most of the time the user will not encounter problems due to this characteristic, neither in simulation
nor in empirical practice. Occasionally, however, the numerically estimated gradients (analytical
ones are not available in explicit form) may explode when they iterate towards the proximity of
the skewness change point. The nlminb function together with its bounding facility resolves this
problem to a large extent. For extra protection against NA and Inf values the log-likelihood functions
(tegarchLogl and tegarchLogl2) check for NA and Inf values at each iteration: Whenever such values
are produced, then a small value on the log-likelihood is returned. By default this small value is the
log-likelihood associated with the initial values, but this can be changed via the logl.penalty option
in the tegarch function.

The fourth computational challenge is easily resolved. The expressions for the density function of
the t-distribution and the moments of a t-distributed variable contain the gamma function in both the
numerator and the denominator. When the argument of the gamma function is 172 or larger (i.e. 344
degrees of freedom or higher), then a value of Inf/Inf = NaN is returned, which can be detrimental
to estimation. This issue is not particular to R but a consequence of how the Gamma function is
implemented numerically in computer languages in general. Luckily, the issue can be easily resolved
by noting that beta(x,y) = gamma(x) * gamma(y)/gamma(x+y). The t-density and the moments of
t-variables are thus readily re-written in terms of the beta function. The fGarch package has been
using this parametrisation of the t-distribution for some time (always?), and I suspect it is for the same
reason.
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Empirical example: Daily volatility of the Nasdaq 100 stock market index

This section illustrates the use of the package in an empirical example (it is available as a demo by
typing demo(betategarch)). The financial return in question is the daily log-return (in percent) of
the Nasdaq 100 composite index (adjusted closing values). The study by Harvey and Sucarrat (2013)
suggests stock market indices are particularly prone to be characterised by leverage, conditional
fat-tailedness, skewness and a long-term component, so a stock market index is therefore specially
suited to illustrate the usefulness of the Beta-Skew-t-EGARCH model. Also, the Nasdaq index was not
included in Harvey and Sucarrat (2013) study. The source of the data is http://finance.yahoo.com/
and the period in question is 3 January 2001 to 15 October 2013, i.e. a total of 3215 observations.

The following code loads the data, defines y to equal daily return in terms of a ‘zoo’ object and
plots y:

data(nasdaq)
y <- zoo(nasdaq[,"nasdaqret"], order.by=as.Date(nasdaq[,"day"], "%Y-%m-%d"))
plot(y, main="The Nasdaq 100 index (daily)", xlab="", ylab="Log-return in %")

The plot appears as the upper graph in Figure 1 and shows that the return series is clearly characterised
by time-varying volatility.

To estimate a one-component Beta-Skew-t-EGARCH, to extract its fitted values and to plot the
fitted conditional standard deviations, the following code can be used:

nasdaq1comp <- tegarch(y)
nasdaq1stdev <- fitted(nasdaq1comp)
plot(nasdaq1stdev, main="", ylab="1-comp: St.dev.", xlab="")

The estimation results are stored in nasdaq1comp, so typing nasdaq1comp yields

Date: Mon Dec 09 17:42:06 2013
Message (nlminb): relative convergence (4)

Coefficients:
omega phi1 kappa1 kappastar df skew

Estimate: 1.0421017 0.996543407 0.023508613 0.032033017 10.336337 0.85670426
Std. Error: 0.2412326 0.001184624 0.003542337 0.003065121 1.646172 0.01925872

Log-likelihood: -5586.666891
BIC: 3.490447

The degrees of freedom in the Skewed t is estimated to be 10.3, a reasonably fat-tailed conditional
t density, whereas the skewness is estimated to be about 0.86, which corresponds to pronounced
negative skewness in εt. Also, the test statistic (0.8567− 1)/0.0193 = −7.4249 is significant at all con-
ventional significance levels. For a model without skewness, the command tegarch(y,skew=FALSE)
can be used. For a closer look at the standardised residuals ε̂t/σ̂ε in the estimated model above, the
residuals method can be used for extraction. For the unstandardised residuals ε̂t, the standardised
argument must be set to FALSE. BIC is the Schwarz (1978) information criterion in terms of the aver-
age log-likelihood. By default, the fitted method returns the fitted conditional standard deviation.
However, more output is available by using the verbose option, i.e. by typing fitted(nasdaq1comp,
verbose=TRUE). This returns a matrix with, amongst other, the fitted scale and log-scale, the estimated
score and the residuals. The returned matrix is a ‘zoo’ object that is automatically matched with the
dates – if any – of returns yt. The middle graph in Figure 1 contains the plot of the fitted conditional
standard deviations of the one-component model.

To estimate a two-component Beta-Skew-t-EGARCH model, to extract its fitted values and to plot
its fitted conditional standard deviation, the following code can be used:

nasdaq2comp <- tegarch(y, components=2)
nasdaq2stdev <- fitted(nasdaq2comp)
plot(nasdaq2stdev, main="", ylab="2-comp: St.dev.", xlab="")

The plot of the fitted conditional standard deviations appears as the lower graph in Figure 1. Typing
nasdaq2comp returns

Date: Mon Dec 09 17:42:09 2013
Message (nlminb): relative convergence (4)

Coefficients:
omega phi1 phi2 kappa1 kappa2 kappastar
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Estimate: 1.4409972 1.0000000000 0.94175462 0.022074604 0.006442775 0.049203985
Std. Error: 0.1991004 0.0004089023 0.01940377 0.004854267 0.006545395 0.006899511

df skew
Estimate: 9.732886 0.89320223
Std. Error: 1.564813 0.02094124

Log-likelihood: -5573.471563
BIC: 3.487262

Comparison of the BIC values of the two models suggests the latter provides a better fit. This provides
further evidence in favour of two-component models in modelling the volatility of financial stock-
market returns.

To generate out-of-sample forecasts up to 5-days ahead, the following code can be used:

set.seed(123)
predict(nasdaq1comp, n.ahead=5)

1 2 3 4 5
0.8121401 0.8179406 0.8218067 0.8256776 0.8295533

In other words, the predicted conditional standard deviation 5 trading days after the 15th of October
2013 is about 0.8296. By default, the fitted values of λt and λ†

t for the last day of the estimation sample
are used as initial values. However, alternative initial values on λt and λ†

t can be specified by the user
via the initial.values option.

Conceptually the Beta-Skew-t-EGARCH model can appear complicated. So one may ask whether it
performs better than conceptually simpler models like, say, an ordinary GARCH model with leverage
and the two-component model of Engle and Lee (1999). An ordinary GARCH(1,1) model with leverage
of the Glosten et al. (1993) type, sometimes referred to as the GJR-GARCH, coupled with a standardised
Skewed t conditional density is given by

y = σtεt, εt ∼ st(0, 1, ν, γ), (13)

σ2
t = ω + φ1σ2

t−1 + κ1y2
t−1 + κ∗ I{yt−1<0}y

2
t−1, (14)

where the parameters have similar interpretations to those of the Beta-Skew-t-EGARCH specification.
The model can be estimated with the fGarch package by means of

library(fGarch)
nasdaqgarch <- garchFit(data=y, cond.dist="sstd",
include.mean=FALSE, include.skew=TRUE, leverage=TRUE)

Next, summary(nasdaqgarch) yields (amongst other)

Estimate Std. Error t value Pr(>|t|)
omega 0.016866 0.004315 3.908 9.29e-05 ***
alpha1 0.040237 0.009882 4.072 4.67e-05 ***
gamma1 0.712143 0.183734 3.876 0.000106 ***
beta1 0.933986 0.008357 111.762 < 2e-16 ***
skew 0.898964 0.021099 42.608 < 2e-16 ***
shape 9.910543 1.562340 6.343 2.25e-10 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Log Likelihood:
-5591.593 normalized: -1.73922

Information Criterion Statistics:
AIC BIC SIC HQIC

3.482173 3.493511 3.482166 3.486237

In the table alpha1, gamma1 and beta1 correspond to κ1, κ∗ and φ1, respectively. The skewness and
degrees of freedom estimates are relatively similar to those of the Beta-Skew-t-EGARCH above. How-
ever, the BIC value is lower, which means the Beta-Skew-t-EGARCH provides a better fit according to
this criterion.

In the rugarch package the first order two-component model of Engle and Lee (1999) coupled with
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a standardised Skewed t conditional density is given by

y = σtεt, εt ∼ st(0, 1, ν, γ), (15)

σ2
t = qt + φ1(σ

2
t−1 − qt−1) + κ1(y2

t−1 − σ2
t−1), (16)

q2
t = ω + φ2q2

t−1 + κ1(y2
t−1 − σ2

t−1). (17)

In other words, rugarch does not provide the option to include leverage in the Engle and Lee (1999)
model. Estimation can be undertaken with

library(rugarch)
EngleLeeSpec <- ugarchspec(variance.model = list(model = "csGARCH",

garchOrder = c(1, 1)), mean.model=list(armaOrder=c(0,0),
include.mean=FALSE), distribution.model="sstd")

nasdaqEngleLee <- ugarchfit(EngleLeeSpec, y, solver="nlminb")

Next, summary(nasdaqgarch) yields (amongst other)

Estimate Std. Error t value Pr(>|t|)
omega 0.008419 0.003911 2.1528 0.031337
alpha1 0.021006 0.014765 1.4228 0.154807
beta1 0.931799 0.044489 20.9446 0.000000
eta11 0.995956 0.002383 417.9196 0.000000
eta21 0.044147 0.013570 3.2533 0.001141
skew 0.912973 0.020984 43.5076 0.000000
shape 11.055129 2.095500 5.2757 0.000000

LogLikelihood : -5617.186

Information Criteria
------------------------------------

Akaike 3.4987
Bayes 3.5119
Shibata 3.4987
Hannan-Quinn 3.5035

In the table alpha1, beta1, eta11 and eta21 correspond to κ1, φ1, φ2 and κ2, respectively. The skewness
and degrees of freedom estimates are again relatively similar to those of the Beta-Skew-t-EGARCH
above, and again the BIC value is higher. So also in this case does the Beta-Skew-t-EGARCH provide
a better fit according to BIC. In fact, the log-likelihood of the Engle and Lee (1999) model is even
lower than that of the GJR-GARCH, which contains fewer parameters. This suggests leverage, which
is omitted from the rugarch implementation of the Engle and Lee (1999) model, is an important
determinant of Nasdaq 100 return volatility.

Summary

This paper illustrates how the betategarch package can be used for the simulation, estimation and
forecasting of one-component and two-component first order Beta-Skew-t-EGARCH models. The
model allows for skewed and heavy-tailed t-distributed conditional errors, and leverage and a time-
varying long-term component in the volatility specification. The two main functions of the package
are tegarchSim and tegarch. The first simulates from a Beta-Skew-t-EGARCH model, either a one-
component or two-component specification, whereas the latter function estimates one. The object (a
list) returned by the second function is of class tegarch, and a collection of S3 methods can be applied
to objects from this class: coef, fitted, logLik, predict, print, residuals, summary and vcov. Finally,
the empirical illustration on daily Nasdaq 100 returns provides further in-sample evidence in favour
of the Beta-Skew-t-EGARCH model.
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Changes to grid for R 3.0.0
by Paul Murrell

Abstract From R 3.0.0, there is a new recommended way to develop new grob classes in grid.
In a nutshell, two new “hook” functions, makeContext() and makeContent() have been added to
grid to provide an alternative to the existing hook functions preDrawDetails(), drawDetails(), and
postDrawDetails(). There is also a new function called grid.force(). This article discusses why
these changes have been made, provides a simple demonstration of the use of the new functions, and
discusses some of the implications for packages that build on grid.

Introduction

The grid graphics package (Murrell, 2011) provides a low-level graphics system as an alternative to
the default graphics package. Several high-level graphics packages build on grid; for example, if we
use lattice (Sarkar, 2008) or ggplot2 (Wickham, 2009) to draw a plot, then we are also using grid.

This section shows a simple example of using grid that results in a problem, and this problem
provides the motivation for the changes that were made to grid for R 3.0.0.

The following code uses the grid package to draw an axis.

> library(grid)

> grid.xaxis(at=c(0, .5, 1), name="axis-1")

0 0.5 1

In addition to drawing the axis, grid keeps a list of graphical objects, or grobs , that contain
descriptions of what has been drawn. The following code lists the grobs in the current scene: there is
a parent grob called "axis-1" (this is actually a gTree , which is a grob that can have other grobs as
children), and several child grobs including a "major" line, several "ticks" line segments, and several
text "labels", all collected together to make an axis.

> grid.ls(fullNames=TRUE)

xaxis[axis-1]
lines[major]
segments[ticks]
text[labels]

The grid package keeps a list of grobs because it can be useful to access, query, and modify the
grobs in a scene. For example, the following code uses the grid.edit() function to change the lines
on the axis to grey and the text to bold.

> grid.edit("major|ticks", grep=TRUE, global=TRUE, gp=gpar(col="grey"))
> grid.edit("labels", gp=gpar(fontface="bold"))

0 0.5 1

A problem

The next piece of code also draws an axis, but this time we do not specify where the tick marks should
go on the axis. There is also code to show the grobs that grid has kept as a record of this scene. The
important difference to note is that this time the grob listing only shows the "axis-2" gTree; there are
no grobs representing the lines, segments, and text on the axis.

> grid.xaxis(name="axis-2")
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0 0.2 0.4 0.6 0.8 1

> grid.ls(fullNames=TRUE)

xaxis[axis-2]

This lack of child grobs is a problem because it means that it is not possible to access (or query or
modify) the child grobs. The problem exists because, when the tick mark locations are not specified
for an axis, the axis decides which tick marks to draw every time the axis is drawn - no child grobs are
kept because they are recreated every time.

One of the reasons for the changes to grid in R 3.0.0 is to provide a solution for this problem. It is
important to point out that many grid grobs do not suffer from this issue at all. This problem only
occurs for a small set of grid grobs that decide what to draw at drawing time rather than at creation
time. On the other hand, the problem becomes more likely in packages that build on grid and define
new classes of grid grobs, so fixing the problem in grid has large flow-on effects to other packages.

One of the very visible changes to grid is the new function grid.force(). The following code
shows that the grid.force() function can be used to create permanent versions of the child grobs for
the axis, which then means that it is possible to modify those child grobs.

> grid.force()

> grid.ls(fullNames=TRUE)

forcedgrob[axis-2]
lines[major]
segments[ticks]
text[labels]

> grid.edit("major|ticks", grep=TRUE, global=TRUE, gp=gpar(col="grey"))
> grid.edit("labels", gp=gpar(fontface="bold"))

0 0.2 0.4 0.6 0.8 1

The grid.force() function is just one of the changes to grid for R 3.0.0. This article describes the
full set of changes, including more about grid.force(), and explores some of the other reasons for
change and some of the other benefits that arise from these changes.

A simple grid demonstration

In order to demonstrate the changes in grid, we will consider several different ways to develop a
function that draws a “text box” with grid. This function will draw a text label and surround the text
with a box (with rounded corners). In effect, we are going to create a new class of grob; one that draws
text surrounded by a box.

The simplest way to implement this sort of thing in grid is to write a function that makes several
calls to draw standard grid grobs. For example, the following code defines a textbox() function that
takes a single argument, a text label, and calls textGrob() to create a text grob, roundrectGrob() to
create a box around the label, and then grid.draw() to draw the two grobs. The stringWidth() and
stringHeight() functions are used to make sure that the box is the right size for the label.

> library(grid)

> textbox <- function(label) {
+ tg <- textGrob(label, name="text")
+ rr <- roundrectGrob(width=1.5*stringWidth(label),
+ height=1.5*stringHeight(label),
+ name="box")
+ grid.draw(tg)
+ grid.draw(rr)
+ }

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES 150

The following code shows the function in action and the output is shown below the code.

> grid.newpage()
> textbox("test")

test

The code and output below shows that grid has kept a record of the grobs that were drawn.

> grid.ls(fullNames=TRUE)

text[text]
roundrect[box]

One deficiency with the textbox() function is that there is no connection between the two grobs
that it creates. For example, if we modify the text (code below), the roundrect stays the same size and
becomes too small for the text (see the output below the code).

> grid.edit("text", label="hello world")

hello world

An alternative implementation is to group the two grobs together by constructing a gTree to contain
them both. For example, the following code redefines the textbox() function so that it generates a
gTree containing a text grob and a roundrect grob and then draws the gTree.

> textbox <- function(label) {
+ tg <- textGrob(label, name="text")
+ rr <- roundrectGrob(width=1.5*stringWidth(label),
+ height=1.5*stringHeight(label),
+ name="box")
+ gt <- gTree(children=gList(tg, rr), name="tb")
+ grid.draw(gt)
+ }

This version of the function produces the same output as the previous version, but the scene now
consists of a single gTree that contains the text grob and the roundrect grob.

> grid.newpage()
> textbox("test")

test

> grid.ls(fullNames=TRUE)

gTree[tb]
text[text]
roundrect[box]

Unfortunately, the contents of the gTree are fixed at creation time, so if we modify the text grob
child of the gTree, the roundrect child is still not updated.

> grid.edit("tb::text", label="hello world")

hello world
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The old drawDetails() hook

The behaviour of the text box can be made more coherent if we delay the construction of the box
until drawing time (i.e., recalculate the box every time that we draw the text box). That way, the box
will always be the right size for the text. This can be achieved in grid by creating a new class of grob
with the grob() function and then defining a drawDetails() method for this new grob class. For all
grobs, the drawDetails() hook is called whenever the grob is drawn (with the default drawDetails()
method doing nothing).

For example, the following code redefines the textbox() function so that it generates a grob with
the class "textbox" and draws that.

> textbox <- function(label,
+ name=NULL, gp=NULL, vp=NULL) {
+ g <- grob(label=label,
+ name=name, gp=gp, vp=vp,
+ cl="textbox")
+ grid.draw(g)
+ }

Because we have created a new class of grob, grid does not know how to draw it. To tell grid
how to draw a "textbox" grob, we can define a drawDetails() method for "textbox" grobs. Such a
method is shown in the code below, which is almost identical to the previous version of textbox(); all
that we have done is delay the generation of the text grob and roundrect grob until drawing time.

> drawDetails.textbox <- function(x, ...) {
+ tg <- textGrob(x$label, name="text")
+ rr <- roundrectGrob(width=1.5*stringWidth(x$label),
+ height=1.5*stringHeight(x$label),
+ name="box")
+ gt <- gTree(children=gList(tg, rr), name=x$name)
+ grid.draw(gt)
+ }

The following code shows the new textbox() function in action and shows that it produces exactly
the same output as the first version.

> grid.newpage()
> textbox("test", name="tb")

test

One big difference is that only one "textbox" grob was generated, rather than separate text and
roundrect grobs. The latter are only generated at drawing time and are not retained.

> grid.ls(fullNames=TRUE)

textbox[tb]

The advantage that we get is that, if we modify that one grob, both the text and the box are
updated.

> grid.edit("tb", label="hello world")

hello world

The disadvantage is that the individual text and box grobs are no longer visible as separate grobs,
so it is not possible to access the individual text or roundrect grobs. In other words, we have a
convenient high-level interface to the combined text and box, but we only have that high-level interface.
This is the same problem that we had with the axis grob at the start of this article.
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The new makeContent() hook

The new makeContent() function provides an alternative way to specify how to draw a new grid
grob class (an alternative to writing a drawDetails() method). The main difference is that, whereas
a drawDetails() method typically calls grid functions to draw output, a makeContent() method calls
grid functions to generate grobs. The standard behaviour for grobs automatically takes care of drawing
the content.

To continue our example, the following code redefines textbox() yet again. This is very similar to
the previous version of textbox(). The one important difference in this new version is that the gTree()
function is used to generate a new gTree class, rather than calling the grob() function to generate a
new grob class. We do this because we are going to be writing a makeContent() method that creates
more than one grob to draw; we can only use a makeContent() method for a grob class if the method
only creates a single predefined grob to draw.1 The gTree does not get any children when it is created
because the children will be built (and added) at drawing time by a makeContent() method.

> textbox <- function(label,
+ name=NULL, gp=NULL, vp=NULL) {
+ gt <- gTree(label=label,
+ name=name, gp=gp, vp=vp,
+ cl="textboxtree")
+ grid.draw(gt)
+ }

To tell grid how to draw this new gTree class, instead of a drawDetails() method, we define a
makeContent() method. This is similar to the drawDetails() method above because it generates a text
grob and a roundrect grob, but instead of drawing them, it simply adds these grobs as children of the
gTree. The modified gTree must be returned as the result of this function so that grid can draw the
generated content.

> makeContent.textboxtree <- function(x) {
+ t <- textGrob(x$label,
+ name="text")
+ rr <- roundrectGrob(width=1.5*grobWidth(t),
+ height=1.5*grobHeight(t),
+ name="box")
+ setChildren(x, gList(t, rr))
+ }

The following code shows that the new textbox() function produces exactly the same output as
before.

> grid.newpage()
> textbox("test", name="tbt")

test

As with the drawDetails() approach, the scene consists of only one grob, this time a "textboxtree"
grob.

> grid.ls(fullNames=TRUE)

textboxtree[tbt]

Furthermore, if we modify that one grob, both the text and the box are updated.

> grid.edit("tbt", label="hello world")

hello world

1We also create a different class than before, called "textboxtree" so that we do not have both drawDetails()
and makeContent() methods defined for the same class.
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In summary, the makeContent() approach behaves exactly the same as the drawDetails() ap-
proach. The advantages of the makeContent() approach lie in the extra things that it allows us to
do.

The grid.force() function

The new function grid.force() affects any grobs that have a makeContent() method. This function
replaces the original grob with the modified grob that is returned by the makeContent() method.

For example, if we use grid.force() on a scene that contains a "textboxtree" grob, the output of
the scene is unaffected (see below).

> grid.force()

hello world

However, the scene now consists of a gTree with a text grob and a roundrect grob as its children
(rather than just a single "textboxtree" object).

> grid.ls(fullNames=TRUE)

forcedgrob[tbt]
text[text]
forcedgrob[box]

Now that we can see the individual components of the text box, we can modify them independently.
For example, the following code just modifies the box component of the scene, but not the text
component.

> grid.edit("box", gp=gpar(col="grey"))

hello world

In other words, in addition to the convenient high-level interface to the text box, we can now
“force” the high-level gTree to produce a low-level interface to the individual components of the text
box.

Forced grobs

In the list of grobs above, the "tbt" grob is labelled as a "forcedgrob" after the call to grid.force().
This is an additional class that is attached to grobs that have been forced. The "tbt" grob is still a
"textboxtree", as shown below.

> class(grid.get("tbt"))

[1] "forcedgrob" "textboxtree" "gTree" "grob" "gDesc"

The "box" grob in the example above has also been forced because grid "roundrect" grobs now
have a makeContent() method. In this case, the forced grob is now a "polygon" grob (because the
makeContent() method creates a "polygon" to draw based on the description in the "roundrect"
grob).

> class(grid.get("box"))

[1] "forcedgrob" "polygon" "grob" "gDesc"
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The grid.revert() function

One downside of calling grid.force() is that the convenient high-level interface to a grob is no longer
available. For example, changing the label on the text box no longer has any effect.

> grid.edit("tbt", label="test")

hello world

The new grid.revert() function is provided to reverse the effect of grid.force() and replace the
individual components of the forced grob with the original grob. The following code and shows this
function in action. It also demonstrates that the reversion will lose any changes that were made to any
of the individual components. We return to the scene that we had before the call to grid.force().

> grid.revert()

hello world

In other words, for grobs that generate content at drawing time, we can have either the high-level
interface or the low-level interface, but not both at once.

A reminder

All of the discussion in this article applies to the situation where a new grid grob class is created that
needs to calculate what to draw at drawing time. If the entire content of a grob or gTree can be generated
at creation time, rather than having to wait until drawing time, then things are much easier, and it is
possible to have both a high-level interface and low-level access at the same time.

It is only when the content must be generated at drawing time, as is the case for grid axis grobs,
that the design decisions and functions described in this article become necessary.

Review

To review the changes described so far, where once we might have written a drawDetails() method
for a new grid grob or gTree class, we can instead write a makeContent() method. If we do so, the
new grid.force() function can be used to gain access to low-level grobs that otherwise would not be
accessible. One example where this is useful is for grid axis grobs (with no tick location specified), in
order to gain access to the individual lines and text that make up the axis.

Revisiting the simple grid demonstration

In order to demonstrate some of the other changes in grid for R 3.0.0, we will revisit the simple text
box example from before. In the implementations of the textbox() function so far, we have focused
our effort on what content to draw for the text box. In this section, we also consider the context for
drawing; the grid viewports that a text box is drawn within.

In this next implementation, when a text box is drawn, we will set up a viewport to draw the text
box within and then draw a text grob and roundrect grob within that viewport. This will simplify the
creation of the text and roundrect grobs.

This change only requires modifications to the methods for the "textboxtree" class; the textbox()
function remains the same as before.

> textbox <- function(label,
+ name=NULL, gp=NULL, vp=NULL) {
+ gt <- gTree(label=label,
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+ name=name, gp=gp, vp=vp,
+ cl="textboxtree")
+ grid.draw(gt)
+ }

The old preDrawDetails() hook

We can specify how to set up the drawing context for a grob class by defining a preDrawDetails()
method for the class. For all grobs, the preDrawDetails() hook is called before the makeContent() or
drawDetails() hooks (with the default preDrawDetails() method doing nothing). The following code
defines a method for "textboxtree" grobs that pushes a viewport the appropriate size for drawing
the text box.

> preDrawDetails.textboxtree <- function(x) {
+ tbvp <- viewport(width=1.5*stringWidth(x$label),
+ height=1.5*stringHeight(x$label))
+ pushViewport(tbvp)
+ }

With this method defined, the makeContent() method for "textboxtree" grobs becomes much
simpler because the roundrect grob just fills up the viewport that was created by the preDrawDetails()
method (we have already calculated the appropriate size when we created the viewport in the
preDrawDetails() method).

> makeContent.textboxtree <- function(x) {
+ t <- textGrob(x$label, name="text")
+ rr <- roundrectGrob(name="box")
+ setChildren(x, gList(t, rr))
+ }

Whenever a preDrawDetails() method is defined, it must be accompanied by a postDrawDetails()
method, which must revert any changes to the drawing context.

> postDrawDetails.textboxtree <- function(x) {
+ popViewport()
+ }

The following code shows that the textbox() function produces exactly the same output as before.

> grid.newpage()
> textbox("test", name="tbt")

test

The drawing context is regenerated every time the text box is drawn, so modifying the text label
updates the viewport that both text and box are drawn in and the box expands with the text.

> grid.edit("tbt", label="hello world")

hello world

The new makeContext() hook

In parallel with the change from drawDetails() to makeContent(), there is a new makeContext()
generic function to replace the use of preDrawDetails() (and postDrawDetails()).

The main difference is that a makeContext() method must create new viewports and add them to
the vp slot of the grob (rather than pushing the new viewports), and it must return the modified grob.
The following code demonstrates what a makeContext() method looks like for a "textboxtree" grob.
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> makeContext.textboxtree <- function(x) {
+ tbvp <- viewport(width=1.5*stringWidth(x$label),
+ height=1.5*stringHeight(x$label))
+ if (is.null(x$vp))
+ x$vp <- tbvp
+ else
+ x$vp <- vpStack(x$vp, tbvp)
+ x
+ }

This is similar to the preDrawDetails() method, but it has additional code to combine the new
viewport with the current value of the vp slot for the grob. On the plus side, there is no need
for a postDrawDetails() method. In fact, it is essential that we remove the preDrawDetails() and
postDrawDetails() methods for this class; we only need the makeContext() method now.

> rm("preDrawDetails.textboxtree")
> rm("postDrawDetails.textboxtree")

The following code shows that the textbox() function still works and that the box expands if we
modify the text label.

> grid.newpage()
> textbox("test", name="tbt")

test

> grid.edit("tbt", label="hello world")

hello world

Mixing viewports with viewport paths

The example in the previous section contains another subtle change in grid for R 3.0.0. Within
the makeContext() method there is the expression vpStack(x$vp,tbvp). The vpStack() function
combines two viewports into a viewport stack (one or more viewports that will be pushed in series,
one after the other). The second argument to the call, tbvp is a viewport, but the first argument to the
call is the vp slot of a grob, which could be a viewport or it could be a viewport path. The ability to
combine viewport paths with viewports like this is new in R 3.0.0 and is necessary for makeContext()
methods to work.

Another reminder

Modifying the drawing context at drawing time is not always necessary. When creating a new grob
class, it is often simpler just to set up the drawing context at creation time by creating childrenvp
for the children of a gTree. It is only when the generation of drawing context has to be delayed until
drawing time that a makeContext() method becomes necessary.

Review

In addition to the new makeContent() hook for generating content at drawing time, and the new
grid.force() function for exposing content that is only created at drawing time, there is a new
makeContext() hook for generating context at drawing time.

The new makeContext() hook has been described, but it may not be clear what benefits accrue
from it. That is the purpose of the next section.
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Who benefits?

The problem with grid axes that was described at the start of this article has existed for many years.
Having a solution for that problem scratches a years-long itch, but it was not the main reason for
the changes in R 3.0.0. One of the motivations for changes to grid was provided by the difficulties
that the authors of the gtable package (Wickham, 2012) had in implementing "gtable" grobs. The
gtable package is important because it is used by the popular ggplot2 package to arrange the different
components of plots.

The gtable authors had to write not just preDrawDetails() and postDrawDetails() methods, but
also grid.draw() methods to get the behaviour they desired for "gtable" grobs. This is undesirable
because having a grid.draw() method makes "gtable" grobs behave differently from standard grid
grobs. A symptom of this problem is the fact that not all grobs from a "gtable" are accessible for
editing (similar to the axis problem at the start of this article). Having a special grid.draw() method
also causes problems for packages that rely on the behaviour of standard grid grobs (as we shall see
with the gridSVG package below).

The new makeContext() hook makes it possible to implement "gtable" grobs without resorting to
a grid.draw() method. A new implementation is available as a fork of the gtable package on github.2

Another motivator for change was the gridSVG package (Murrell and Potter, 2013). The main
function of this package is to transform every grob in a grid scene into an SVG representation, but this
package could not transform grobs that were not accessible (such as the ticks and labels for an axis
grob). In fact, the package could not transform any grob that had a drawDetails() method because
the grobs produced by a drawDetails() method were not recorded anywhere. The new grid.force()
function (which depends on the new makeContent() hook) means that the gridSVG package can now
access all of the grobs in a scene by “forcing” the scene before transforming it.

A number of grobs within grid itself, such as "roundrect" grobs and "curve" grobs, and several
other packages, such as grImport (Murrell, 2009) and gridGraphviz (Murrell, 2013), have also switched
to using makeContext() and makeContent() methods, with further flow-on effects for gridSVG.

When to use makeContent() or makeContext()

The new functions in grid for R 3.0.0 are only necessary when it is not possible to determine either the
drawing context or the drawing content at creation time.

These functions may be used in other situations. The main text box example used in this article does
not strictly require using makeContent() because an editDetails() method could be used instead.
The editDetails() hook is called whenever a grob is modified by grid.edit(). In the main example,
the box around the text label could be recreated if the text label is modified. So a developer could
elect to use makeContent() in some cases just because it may be easier than writing an editDetails()
method.

Another alternative is to use an edits slot on a grob. This works a bit like a panel function
for lattice plots. The idea is that changes to the children of a gTree can be specified as part of the
description of the gTree and then only applied at drawing time, using applyEdits(), once the children
of the gTree have been created. This approach has actually been implemented for grid axis grobs, but
has not proven popular and has not been implemented anywhere else. One way to look at the changes
to grid for R 3.0.0 is as a replacement for that edits slot approach; one which will hopefully prove
more popular because it has wider benefits.

One reason why a grob may wish to delay construction of its content until drawing time is because
the grob is expected to undergo dramatic changes before drawing occurs. In this case, it is inefficient
to update the contents of the grob every time it is modified; it is better to wait until drawing time and
perform the construction only once. The "gtable" class from the gtable package is an example of this
sort of grob.

These are only examples of situations that might motivate the use of makeContext() and makeContent().
In some cases, the decision will be forced, but in other cases the choice may be deliberate, so there is
no fixed rule for when we might need to use these functions.

It is also important to remember that simpler options may exist because grid already delays many
calculations until drawing time via the use of gp and vp slots on grobs and the use of units for locations
and dimensions. While it would be wrong to characterise these functions as a “last resort”, developers
of new grob classes should think at least twice before deciding that they are the best solution.

2https://github.com/pmur002/gtable
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Other hook functions

In addition to the superceded drawDetails(), preDrawDetails(), and postDrawDetails() hook func-
tions, and the editDetails() hook that was mentioned in the previous section, there are several other
hook functions in grid.

The validDetails() function is called whenever a grob is created or edited. This can be used to
check that the slots of a grob contain valid values. It is unaffected by the changes to grid described in
this article.

The widthDetails() function is called when a "grobwidth" unit is evaluated, to determine the
width of a grob. There is a similar function heightDetails(), plus xDetails() and yDetails() for
determining locations on the boundary of a grob. Although these functions are not directly affected by
the changes to grid, there are likely to be opportunities for code sharing between methods for these
functions and makeContent() methods because grobs that have to calculate what to draw at drawing
time are likely to have to also calculate what to draw in order to determine widths and heights or
locations on a grob boundary.

Who else could benefit?

A number of packages besides ggplot2 and gridSVG build on top of grid and therefore could take
advantage of the new changes to grid. One example is version 0.9.1 of the gridExtra package (Auguie,
2012).

> library(gridExtra)

The following code uses the grid.table() function from gridExtra to draw a tabular arrangement
of values from a data frame.

> grid.newpage()
> grid.table(head(iris),
+ v.even.alpha=0.3, v.odd.alpha=1)

1

2

3

4

5

6

Sepal.Length

5.1

4.9

4.7

4.6

5.0

5.4

Sepal.Width

3.5

3.0

3.2

3.1

3.6

3.9

Petal.Length

1.4

1.4

1.3

1.5

1.4

1.7

Petal.Width

0.2

0.2

0.2

0.2

0.2

0.4

Species

setosa

setosa

setosa

setosa

setosa

setosa

The grid.table() function creates a "table" grob with a drawDetails() method that determines
how to arrange the contents of the table only at drawing time. Because of this, none of the grobs that
represent the actual table content are accessible. The call to grid.ls() below only reveals the overall
"table" grob, but no other grobs, so there is no way to access or modify the contents of the table.

> grid.ls()

GRID.table.2

A further consequence is that the gridSVG package, which attempts to transform all grobs in the
current scene to SVG, has nothing to transform; the code below produces a blank SVG image.

> library(gridSVG)

> gridToSVG("blank.svg")
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If there was a makeContent() method for "table" grobs, instead of a drawDetails() method,
the function grid.table() would produce the same drawing, but it would become possible to
grid.force() a "table" to make the grobs representing the content of the table accessible. The
following code shows an example of how this could work, with grid.edit() used to modify the
background colour for one of the cells in the table.

> grid.newpage()
> grid.table(head(iris),
+ v.even.alpha=0.3, v.odd.alpha=1)
> grid.force()
> grid.edit("core-fill-1", gp=gpar(fill="red"))

1

2

3

4

5

6

Sepal.Length

5.1

4.9

4.7

4.6

5.0

5.4

Sepal.Width

3.5

3.0

3.2

3.1

3.6

3.9

Petal.Length

1.4

1.4

1.3

1.5

1.4

1.7

Petal.Width

0.2

0.2

0.2

0.2

0.2

0.4

Species

setosa

setosa

setosa

setosa

setosa

setosa

Furthermore, export to SVG via the gridSVG package would now work, as shown below.

> gridToSVG("notblank.svg")

Summary

The functions makeContext() and makeContent() provide a new approach to developing a new grid
grob class (replacing the old approach based on drawDetails() and preDrawDetails()).

The advantage of the new approach is that, for grobs that generate content at drawing time, it
is possible to access and edit the low-level content that is generated at drawing time by calling the
grid.force() function.

Together, these new features allow for greater flexibility in the development of new grid grob
classes and greater powers to access and modify the low-level details of a grid scene.
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Availability

The new grid functions makeContext(), makeContent(), grid.force(), and grid.revert() are only
available from R version 3.0.0.

A number of higher-level graphics packages can potentially make use of these new facilities in
grid, but it may take time for the respective package maintainers to make the necessary changes (if
they elect to do so at all). For example, versions 0.9-0 of the grImport package and version 1.3-0 of
the gridSVG package on R-Forge (Theußl and Zeileis, 2009) have incorporated changes. An example
where future development may occur is "gtable" grobs from the gtable package, if changes from the
fork on github are merged back into the original package.

Further reading

A more technical document describing the development and testing of these changes is available from
the R developer web site (http://www.stat.auckland.ac.nz/~paul/R/customGridRedesign.pdf).

An earlier version of this article appeared as Technical Report 2012-9 on the Statistics Technical
Blog of the Department of Statistics at the University of Auckland (Murrell, 2012).
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R Foundation News
by Kurt Hornik

Donations and new members

Donations

Faculty of Psychology, University of Barcelona, Spain
Joanne M Potts, The Analytical Edge, Australia
Nassim Haddad, Belgium
Transmitting Science, Spain

New supporting institutions

Universität für Bodenkultur, Austria

New supporting members

Robin Crocket, UK
Tarundeep Dhot, Canada
Jan Marvin Garbuszus, Germany

Kurt Hornik
WU Wirtschaftsuniversität Wien, Austria
Kurt.Hornik@R-project.org
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News from the Bioconductor Project
Bioconductor Team
Program in Computational Biology
Fred Hutchinson Cancer Research Center

Bioconductor 2.13 was released on 15 October 2013. It is compatible with R 3.0.2, and consists
of 749 software packages, 179 experiment data packages, and more than 690 up-to-date
annotation packages. The release includes 84 new software packages, and enhancements to
many others. Descriptions of new packages and updated NEWS files provided by current
package maintainers are at http://bioconductor.org/news/bioc_2_13_release/.

Start using Bioconductor and R version 3.0.2 with

> source("http://bioconductor.org/biocLite.R")
> biocLite()

Install additional packages, e.g., VariantTools, with

> source("http://bioconductor.org/biocLite.R")
> biocLite("VariantTools")

Upgrade installed packages with

> source("http://bioconductor.org/biocLite.R")
> biocLite()

Explore available Bioconductor packages at http://bioconductor.org/packages/release/.
All packages are grouped by ‘BiocViews’ to identify coherent groups of packages. Each
package has an html page with the descriptions and links to vignettes, reference manuals,
and use statistics.

A Bioconductor Amazon Machine Instance is available and updated; see
http://bioconductor.org/help/bioconductor-cloud-ami.

Core Bioconductor packages

GenomicRanges and related packages continue to provide an extensive, mature and exten-
sible framework for interacting with high throughput sequence data. Many contributed
packages rely on this infrastructure for interoperable, re-usable analysis; Lawrence et al.
(2013) provide an introduction.

Our large collection of microarray, transcriptome and organism-specific annotation
packages have also been updated to include current information. Most of these packages
now provide access to the ‘select’ interface (keys, columns, keytypes and select) which enable
programmatic access to the databases they contain. This uniform interface simplifies the user
experience; one illustration of this is in packages such as Homo.sapiens, which coordinate
access to model organism gene, transcript, and pathway data bases. The AnnotationHub,
now with more than 10,000 entries, complements our traditional offerings with diverse
whole genome annotations from Ensembl, ENCODE, dbSNP, UCSC, and elsewhere.

This release includes the PSICQUIC package, an R interface to a powerful and standard-
ized query language from the HUPO Proteomics Standard Initiative. More than two dozen
well-known interaction databases are include, of which BioGrid, BIND, Reactome, STRING,
IntAct, UniProt, DIP, and ChEMBL may be the best known. The query language uses a
controlled vocabulary honed over several years by an active community, which returns
documented and annotated interactions. One can now curate a detailed and up-to-date
network illuminating functional relationships between genes and proteins of interest.
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Other activities

In a change from the routine, our next Annual Meeting is in Boston, 30 July–1 August
2014, making it easier for east coast and European attendees. The 2013 Annual Meeting
was in Seattle, 17–19 July, with our European developer community meeting in Cam-
bridge, UK, 9–10 December. Our very active training and community events are adver-
tised at http://bioconductor.org/help/events/. The Bioconductor mailing lists (http:
//bioconductor.org/help/mailing-list/) connect users with each other, to domain ex-
perts, and to maintainers eager to ensure that their packages satisfy the needs of leading
edge approaches. Keep abreast of packages added to the ‘devel’ branch and other activities
by following @Bioconductor on Twitter.

The past year marked our first participation in the Google Summer of Code project. We
had many excellent applicants, and sponsored two projects to completion. GSoC participant
Shawn Balcome, under Marc Carlson’s mentoring, produced the interactiveDisplay pack-
age for Bioconductor / shiny integration. Michel Lang, mentored by Michael Lawrence,
added very useful batch job and error recovery functionality to the BiocParallel package.
This was a very successful experience!
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Conference Report: Deuxièmes
Rencontres R
by Aurélie Siberchicot and Stéphane Dray

Following the success of the first "Rencontres R" (Bordeaux, 2-3 July 2012, http://r2012.
bordeaux.inria.fr/), the second meeting was held in Lyon on 27-28 June 2013. This French-
speaking conference was a great success with 216 participants (110 were present at the first
conference). The aim of the meeting was to provide a national forum for the exchange and
sharing of ideas on the use of R in different disciplines. The number of participants and the
list of sponsors (http://r2013-lyon.sciencesconf.org/resource/sponsors) demonstrate
the increasing impact of R in both industry and academia in France. The program, detailed
below, consisted of plenary sessions, oral presentations, lightning talks and poster sessions.

Invited speakers

Plenary sessions consisted of five talks (45 minutes) given by international experts:

• Hadley Wickham: Visualising big data in R

• Karim Chine: R and the cloud

• Jérôme Sueur: R as a sound system

• Yvonnick Noël: A model comparison approach with R2STATS for teaching statistics in the
social sciences

• Gilbert Ritschard: TraMineR: a toolbox for exploring and rendering sequence data

User-contributed sessions

Thirty-two users and developers presented original and attractive contributions covering
nine fields:

• graphics & visualization

• high performance computing

• applied statistics

• data analysis & classification

• packages specific to a field of application

• teaching & pedagogy

• mixed models & longitudinal data

• dynamic documents & graphical interface

• genomic data analysis

Additionally, fourteen lightning talks (6 minutes with an automatic slide advancement)
allowed participants to quickly present their work on R. Eight posters were presented
during the poster session and the contribution of Ewen Gallic (University Rennes 1) entitled
Visualizing spatial processes using Ripley’s correction won the best poster prize (two R books).
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Pre-conference tutorials

Two tutorial sessions were organized on Wednesday 26 June afternoon (around 30 partic-
ipants per tutorial). The first session on Parallel computing with R was taught by Vincent
Miele (University Lyon 1). During the second session, Anne-Béatrice Dufour (University
Lyon 1) and Sylvain Mousset (University Lyon 1) showed How to write a report with Sweave
and then Christophe Genolini (University Paris Ouest - Nanterre) introduced How to create
an R package.

Conclusions

The organizing committee consisted of Julien Barnier (ENS Lyon), Stéphane Dray (Chairman,
University Lyon 1), Kenneth Knoblauch (Inserm Lyon), Martyn Plummer (IARC) and Aurélie
Siberchicot (University Lyon 1).

The program was designed by the scientific committee composed of Simon Barthelmé
(University of Geneva), Marie-Laure Delignette-Muller (VetAgro Sup), Christophe Genolini,
Robin Genuer (Chairman, University Bordeaux 2), Julie Josse (Agrocampus Rennes) and
Jérôme Saracco (Bordeaux Institute of Technology).

The list of sponsors, participants, program, abstracts and slides are freely available on the
conference web site at http://r2013-lyon.sciencesconf.org/. We would like to thank the
members of the steering committee that initiated this conference: Marie Chavent (University
Bordeaux 2), Robin Genuer, François Husson (Agrocampus Rennes), Julie Josse, Benoit
Liquet (University Bordeaux 2) and Jérôme Saracco.

During the meeting, several discussions took place about the structuring of the French-
speaking R-users community. After the conference, we launched an R-user group based
at Lyon (see http://listes.univ-lyon1.fr/sympa/info/rlyon) and we will try to share
some resources (common web site, etc.) with the existing semin-R group based at Paris
(http://rug.mnhn.fr/semin-r). During the conference, it was also decided that the third
edition of the "Rencontres R" will be organized in Montpellier in 2014.

Aurélie Siberchicot
Université de Lyon, F-69000, Lyon ; Université Lyon 1 ;
CNRS, UMR5558, Laboratoire de Biométrie et Biologie Evolutive,
F-69622, Villeurbanne, France.
aurelie.siberchicot@univ-lyon1.fr

Stéphane Dray
Université de Lyon, F-69000, Lyon ; Université Lyon 1 ;
CNRS, UMR5558, Laboratoire de Biométrie et Biologie Evolutive,
F-69622, Villeurbanne, France.
stephane.dray@univ-lyon1.fr

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859

http://r2013-lyon.sciencesconf.org/
http://listes.univ-lyon1.fr/sympa/info/rlyon
http://rug.mnhn.fr/semin-r
mailto:aurelie.siberchicot@univ-lyon1.fr
mailto:stephane.dray@univ-lyon1.fr


NEWS AND NOTES 166

Changes on CRAN
2013-05-26 to 2013-11-30

by Kurt Hornik and Achim Zeileis

New CRAN task views

NumericalMathematics Topic: Numerical Mathematics. Maintainer: Hans W. Borchers.
Packages: BB, Bessel, MASS, Matrix∗, MonoPoly, PolynomF, R.matlab, R2Cuba,
Rcpp, RcppArmadillo, RcppEigen, RcppOctave, Rmpfr, Ryacas, SparseGrid, Spher-
icalCubature, akima, appell, combinat, contfrac, cubature, eigeninv, elliptic, expm,
features, gaussquad, gmp, gsl∗, hypergeo, irlba, magic, matlab, mpoly, multipol,
nleqslv, numDeriv∗, numbers, onion, orthopolynom, partitions, pcenum, polyCub,
polynom∗, pracma, rPython, rSymPy, signal, ssvd, statmod, stinepack, svd.

WebTechnologies Topic: Web Technologies and Services. Maintainer: Scott Chamberlain,
Karthik Ram, Christopher Gandrud, Patrick Mair. Packages: AWS.tools, CHCN,
FAOSTAT, GuardianR, MTurkR, NCBI2R, OAIHarvester, Quandl, RCurl∗, RJSO-
NIO∗, RLastFM, RMendeley, RNCBI, RNCEP, ROAuth, RSiteCatalyst, RSocrata,
RTDAmeritrade, RWeather, Rcolombos, Reol, Rfacebook, RgoogleMaps, Rook, Syn-
ergizeR, TFX, WDI, XML∗, alm, anametrix, bigml, cgdsr, cimis, crn, datamart, dataone,
decctools, dismo, dvn, fImport, factualR, flora, ggmap, gooJSON, googlePublic-
Data, googleVis, govStatJPN, govdat, httpuv, httr∗, imguR, ngramr, nhlscrapr, opencpu,
osmar, pitchRx, plotGoogleMaps, plotKML, quantmod, rAltmetric, rPlant, rdata-
market, rebird, rentrez, repmis, rfigshare, rfishbase, rfisheries, rgauges, rgbif, rj-
son∗, rplos, rpubchem, rsnps, rvertnet, scholar, scrapeR, selectr, seq2R, seqinr,
servr, shiny∗, sos4R, streamR, taxize, translate, treebase, twitteR, waterData, wethep-
eople, yhatr, zendeskR.

(* = core package)

New packages in CRAN task views

Bayesian BSquare, FME, prevalence.

ChemPhys BioMark, SCEPtER, SCEPtERextras, celestial, prospectr.

Cluster Funclustering, bayesMCClust, mixture.

DifferentialEquations adaptivetau.

Distributions CompLognormal, HistogramTools, NormalGamma, flexsurv, mbbefd, msm,
sparseMVN.

Econometrics crch, midasr, pwt8.

Environmetrics quantregGrowth, rtop.

Finance BenfordTests, LSMonteCarlo, OptHedging, RND, SmithWilsonYieldCurve, markovchain.

HighPerformanceComputing HistogramTools, MonetDB.R, RProtoBuf, RhpcBLASctl, pb-
dPROF, pls.

MachineLearning RXshrink, bigRR, bmrm.

MedicalImaging gdimap∗.

MetaAnalysis CAMAN, MetaSKAT, PubBias, dosresmeta, exactmeta, netmeta, seqMeta.

NaturalLanguageProcessing lda, movMF, skmeans.
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OfficialStatistics SAScii.

Phylogenetics DDD, convevol, corHMM, evobiR, metafor, phylolm.

Psychometrics ExPosition, ICC, MCMCglmm, TAM∗, cocor, cocron, equateIRT, irtProb,
mediation, multiplex, nlme, ordinal, semPlot, sirt.

ReproducibleResearch installr.

Robust RSKC.

Spatial CARBayes, GWmodel, Grid2Polygons, McSpatial, SSN, SpatialEpi, SpatialTools,
dbmss, georob, gstudio, gwrr, ngspatial, plotGoogleMaps, rlandscape, rtop, rworldx-
tra, spTimer, spatial.tools, splm, taRifx.

SpatioTemporal BBMM, animalTrack, bcpa, crawl, move, smam.

TimeSeries ArDec, FeedbackTS, SDD, SparseTSCGM, StVAR, TSclust, Tides, midasr,
nlts, nonlinearTseries, portes, psd, rmgarch, rugarch, sltl, spTimer, sspir, timesboot,
tsModel.

(* = core package)

New contributed packages

ABCoptim Implementation of Artificial Bee Colony (ABC) Optimization. Authors: George
Vega Yon [aut], Enyelbert Muñoz [ctb].

ACTCD Asymptotic Classification Theory for Cognitive Diagnosis. Authors: Chia-Yi Chiu
and Wenchao Ma.

AFLPsim Hybrid simulation and genome scan for dominant markers. Authors: Francisco
Balao [aut, cre], Juan Luis García-Castaño [aut].

ALSCPC Accelerated line search algorithm for simultaneous orthogonal transformation of
several positive definite symmetric matrices to nearly diagonal form. Author: Dariush
Najarzadeh.

AMGET Post-processing tool for ADAPT 5. Author: Benjamin Guiastrennec.

ARTP Gene and Pathway p-values computed using the Adaptive Rank Truncated Product.
Authors: Kai Yu, Qizhai Li and William Wheeler.

AUC Threshold independent performance measures for probabilistic classifiers. Authors:
Michel Ballings and Dirk Van den Poel.

AdapEnetClass A class of adaptive elastic net methods for censored data. Authors: Hasinur
Rahaman Khan and Ewart Shaw.

AdaptiveSparsity Adaptive Sparsity Models. Authors: Kristen Zygmunt, Eleanor Wong,
Tom Fletcher.

AnDE An extended Bayesian Learning Technique developed by Dr. Geoff Webb. Author:
Sai Teja Ranuva and Nayyar Zaidi.

AppliedPredictiveModeling Functions and Data Sets for “Applied Predictive Modeling”.
Authors: Max Kuhn, Kjell Johnson.

BASIX An efficient C/C++ toolset for R. Author: Bastian Pfeifer.

BCDating Business Cycle Dating and Plotting Tools. Author: Majid Einian.

BCEs0 Bayesian models for cost-effectiveness analysis in the presence of structural zero
costs. Author: Gianluca Baio.
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BEDASSLE Disentangles the effects of geographic and ecological isolation on genetic
differentiation. Author: Gideon Bradburd.

BEST Bayesian Estimation Supersedes the t-Test. Authors: John K. Kruschke and Mike
Meredith.

BGLR Bayesian Generalized Linear Regression. Authors: Gustavo de los Campos, Paulino
Perez Rodriguez.

BGPhazard Markov beta and gamma processes for modeling hazard rates. Authors: J. A.
Garcia-Bueno and L. E. Nieto-Barajas.

BMAmevt Multivariate Extremes: Bayesian estimation of the spectral measure. Author:
Anne Sabourin.

BSSasymp Asymptotic covariance matrices of some BSS mixing and unmixing matrix
estimates. Authors: Jari Miettinen, Klaus Nordhausen, Hannu Oja, Sara Taskinen.

BayesCR Bayesian analysis of censored linear regression models with scale mixtures of
normal (SMN) distributions. Authors: Aldo M. Garay, Victor H. Lachos.

BayesSAE Bayesian Analysis of Small Area Estimation. Authors: Chengchun Shi, with
contributions from Peng Zhang.

Bayesianbetareg Bayesian Beta regression: joint mean and precision modeling. Authors:
Margarita Marin and Javier Rojas and Daniel Jaimes, under the direction of Edilberto
Cepeda-Cuervo and with collaboration of Martha Corrales, Maria Fernanda Zarate,
Ricardo Duplat and Luis F Villarraga.

BioGeoBEARS BioGeography with Bayesian (and Likelihood) Evolutionary Analysis in R
Scripts. Author: Nicholas J. Matzke [aut, cre, cph].

CALIBERrfimpute Multiple imputation using MICE and Random Forest. Author: Anoop
Shah.

CARrampsOcl Reparameterized and marginalized posterior sampling for conditional au-
toregressive models, OpenCL implementation. Authors: Kate Cowles and Michael
Seedorff and Alex Sawyer.

CCTpack Cultural Consensus Theory applications to data. Author: Royce Anders.

CIFsmry Weighted summary of cumulative incidence functions. Author: Jianing Li.

CINID Curculionidae INstar IDentification. Authors: Aurelie Siberchicot, Adrien Merville,
Marie-Claude Bel-Venner and Samuel Venner.

CNVassocData Example data sets for association analysis of CNV data. Authors: Juan R
González, Isaac Subirana.

CNprep Pre-process DNA copy number (CN) data for detection of CN events. Authors:
Alex Krasnitz, Guoli Sun.

CORE Cores of Recurrent Events. Authors: Alex Krasnitz, Guoli Sun.

CSS Extract information from an HTML document with CSS selectors. Author: Francois
Guillem.

Causata Analysis utilities for binary classification and Causata users. Authors: Justin
Hemann, David Barker, Suzanne Weller, Jason McFall.

ClustVarLV Clustering of variables around Latent Variables. Authors: Evelyne Vigneau,
Mingkun Chen.

Correlplot A collection of functions for graphing correlation matrices. Author: Jan Graffel-
man.
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CovSel Model-Free Covariate Selection. Authors: Jenny Häggström, Emma Persson.

CoxRidge Cox models with dynamic ridge penalties. Author: Aris Perperoglou.

DCL Claims Reserving under the Double Chain Ladder Model. Authors: Maria Dolores
Martinez-Miranda, Jens Perch Nielsen and Richard Verrall.

DIFlasso A penalty approach to Differential Item Functioning in Rasch Models. Author:
Gunther Schauberger.

DSBayes Bayesian subgroup analysis in clinical trials. Authors: Ravi Varadhan and Wen-
liang Yao.

DTMCPack Suite of functions related to discrete-time discrete-state Markov Chains. Au-
thor: William Nicholson.

DTR Estimation and comparison of dynamic treatment regimes. Authors: Xinyu Tang and
Maria Melguizo.

DiscreteWeibull Discrete Weibull distribution. Author: Alessandro Barbiero.

DistatisR DiSTATIS Three Way Metric Multidimensional Scaling. Authors: Derek Beaton
[aut, com, ctb], Cherise Chin Fatt [ctb], Herve Abdi [aut, cre].

DoubleCone Test against parametric regression function. Authors: Mary C Meyer, Bod-
hisattva Sen.

DunnettTests Software implementation of step-down and step-up Dunnett test procedures.
Author: Fan Xia.

DynamicDistribution Dynamically visualized probability distributions and their moments.
Authors: Lei Zhang, Hao Jiang and Chen Xue.

EILA Efficient Inference of Local Ancestry. Authors: James J. Yang, Jia Li, Anne Buu, and L.
Keoki Williams.

EMMAgeo End-member modelling algorithm and supporting functions for grain-size
analysis. Authors: Michael Dietze, Elisabeth Dietze.

EMMIXskew The EM Algorithm and Skew Mixture Distribution. Authors: Kui Wang,
Angus Ng and Geoff McLachlan.

EMMIXuskew Fitting Unrestricted Multivariate Skew t Mixture Models. Authors: S. X.
Lee and G. J. McLachlan.

EMVC Entropy Minimization over Variable Clusters. Authors: H. Robert Frost and Jason
H. Moore.

ES Edge Selection. Authors: Meng Hwee Victor Ong, Sanjay Chaudhuri.

EffectsRelBaseline Test changes of a grouped response relative to baseline. Author: Peter
N. Steinmetz.

EnvNicheR Environmental niche. Author: Cástor Guisande González.

EnvStats Package for Environmental Statistics, including US EPA Guidance. Author: Steven
P. Millard.

EvCombR Evidence Combination in R. Author: Alexander Karlsson.

FField Force field simulation for a set of points. Author: Grigori Kapoustin.

FGalgorithm Flury and Gautschi algorithms. Author: Dariush Najarzadeh.

FREQ Estimate population size from capture frequencies. Authors: Annegret Grimm and
Klaus Henle.

The R Journal Vol. 5/2, December 2013 ISSN 2073-4859

http://CRAN.R-project.org/package=CovSel
http://CRAN.R-project.org/package=CoxRidge
http://CRAN.R-project.org/package=DCL
http://CRAN.R-project.org/package=DIFlasso
http://CRAN.R-project.org/package=DSBayes
http://CRAN.R-project.org/package=DTMCPack
http://CRAN.R-project.org/package=DTR
http://CRAN.R-project.org/package=DiscreteWeibull
http://CRAN.R-project.org/package=DistatisR
http://CRAN.R-project.org/package=DoubleCone
http://CRAN.R-project.org/package=DunnettTests
http://CRAN.R-project.org/package=DynamicDistribution
http://CRAN.R-project.org/package=EILA
http://CRAN.R-project.org/package=EMMAgeo
http://CRAN.R-project.org/package=EMMIXskew
http://CRAN.R-project.org/package=EMMIXuskew
http://CRAN.R-project.org/package=EMVC
http://CRAN.R-project.org/package=ES
http://CRAN.R-project.org/package=EffectsRelBaseline
http://CRAN.R-project.org/package=EnvNicheR
http://CRAN.R-project.org/package=EnvStats
http://CRAN.R-project.org/package=EvCombR
http://CRAN.R-project.org/package=FField
http://CRAN.R-project.org/package=FGalgorithm
http://CRAN.R-project.org/package=FREQ


NEWS AND NOTES 170

FastRCS Compute the FastRCS Algorithm. Authors: Kaveh Vakili [aut, cre].

FeedbackTS Analysis of Feedback in Time Series. Authors: Samuel Soubeyrand, Cindy E.
Morris, E. Keith Bigg. In view: TimeSeries.

FinCal Time Value of Money, time series analysis and Computational Finance. Author:
Felix Yanhui Fan.

FindMinIC Find Models with Minimum IC. Authors: Nicholas Lange, Tom Fletcher, Kris-
ten Zygmunt.

FusedPCA Community Detection via Fused Principal Component Analysis. Authors: Yang
Feng, Richard J. Samworth and Yi Yu.

GABi Framework for Generalized Subspace Pattern Mining. Author: Ed Curry.

GCD Global Charcoal Database. Author: Global Paleofire Working Group.

GDELTtools Download, slice, and normalize GDELT data. Authors: Stephen R. Hapton-
stahl, Thomas Scherer, Timo Thoms, and John Beieler.

GGIR Author: Vincent T van Hees.

GIGrvg Random variate generator for the GIG distribution. Authors: Josef Leydold and
Wolfgang Hormann.

GPCSIV Generalized Principal Component of Symbolic Interval variables. Authors: Brahim
Brahim and Sun Makosso-Kallyth.

GRTo Tools for the analysis of Gutenberg-Richter distributions of earthquake magnitudes.
Authors: Daniel Amorese, Paul A. Rydelek and Jean-Robert Grasso.

GSE Robust Estimation of Multivariate Location and Scatter in the Presence of Missing
Data. Authors: Mike Danilov, Andy Leung, Victor Yohai, Ruben Zamar.

GWmodel Geographically weighted models. Authors: Binbin Lu, Paul Harris, Isabella
Gollini, Martin Charlton, Chris Brunsdon. In view: Spatial.

GetNenshuJP Get data about Japanese company. Author: Hayakawa Atsushi.

GetoptLong Parse command-line arguments. Author: Zuguang Gu.

GlobalDeviance Global Deviance Permutation Tests. Author: Frederike Fuhlbrueck.

GxM Maximum Likelihood Estimation for Gene-by-Measured Environment Interaction
Models. Authors: Hao Zheng and Paul Rathouz.

HDtweedie The Lasso for the Tweedie’s Compound Poisson Model Using an IRLS-BMD
Algorithm. Authors: Wei Qian, Yi Yang, Hui Zou.

HEAT Health Effects of Air Pollution and Temperature. Authors: Youn-Hee Lim, Il-Sang
Ohn, and Ho Kim.

HHG Heller-Heller-Gorfine Tests of Independence. Authors: Shachar Kaufman, based in
part on an earlier implementation by Ruth Heller and Yair Heller.

HTSDiff Differential analysis of RNA-seq data with Poisson mixture models. Authors:
Andrea Rau, Marie-Laure Martin-Magniette, Cathy Maugis-Rabusseau.

HistogramTools Utility Functions for R Histograms. Author: Murray Stokely. In views:
Distributions, HighPerformanceComputing.

HotDeckImputation Hot Deck Imputation Methods for Missing Data. Author: Dieter
William Joenssen.
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IASD Model selection for index of asymmetry distribution. Author: Satoshi Takahashi.

IAT Functions to use with data from the Implicit Association Test. Author: Dan Martin.

ICEbox Individual Conditional Expectation Plot Toolbox. Authors: Alex Goldstein, Adam
Kapelner, Justin Bleich.

INLABMA Bayesian Model Averaging with INLA. Authors: Virgilio Gomez Rubio, Roger
Bivand.

ISLR Data for “An Introduction to Statistical Learning with Applications in R”. Authors:
Gareth James, Daniela Witten, Trevor Hastie and Rob Tibshirani.

IUPS Incorporating Uncertainties in Propensity Scores. Authors: Weihua An, Huizi Xu,
and Zhida Zheng.

InPosition Inference Tests for ExPosition. Authors: Derek Beaton, Joseph Dunlop, Herve
Abdi.

IntLik Numerical Integration for Integrated Likelihood. Author: Zhenyu Zhao.

InterVA4 Replicate and analyse InterVA4. Authors: Zehang LI, Tyler McCormick, Sam
Clark.

JointRegBC Joint Modelling of Mixed Correlated Binary and Continuous Responses: A La-
tent Variable Approach. Authors: Ehsan Bahrami Samani and Zhale Tahmasebinejad.

LCA Localised Co-Dependency Analysis. Author: Ed Curry.

LICurvature Sensitivity Analysis for Case Weight in Normal Linear Regression. Authors:
Ehsan Bahrami Samani and Parisa ParsaMaram.

LPmerge Merging linkage maps by linear programming. Author: Jeffrey Endelman.

LSMonteCarlo American options pricing with Least Squares Monte Carlo method. Author:
Mikhail A. Beketov. In view: Finance.

LVMMCOR A Latent Variable Model for Mixed Continuous and Ordinal Responses. Au-
thors: Ehsan Bahrami Samani and Nourallah Tazikeh Miyandarreh.

LogrankA Logrank Test for Aggregated Survival Data. Authors: Jonas Richter-Dumke and
Roland Rau.

MASSI MicroArray Sample Sex Identifier. Author: Sam Buckberry.

MCDA Authors: Patrick Meyer, Sébastien Bigaret.

MCMC.qpcr Bayesian analysis of qRT-PCR data. Author: Mikhail V. Matz.

MConjoint Conjoint Analysis through Averaging of Multiple Analyses. Author: William
Hughes.

MF Mitigated Fraction. Author: David Siev.

MFHD Multivariate Functional Halfspace Depth. Authors: M. Hubert, K. Vakili.

MGLM Multivariate Response Generalized Linear Models. Authors: Yiwen Zhang and
Hua Zhou.

MLRMPA Multilinear Regression Model Population Analysis. Authors: Meihong Xie and
Xiaoyun Zhang.

MODISTools MODIS Subsetting Tools. Authors: Sean Tuck, Helen Phillips.

MPINet Implements the network-based metabolite pathway identification of pathways.
Authors: Yanjun Xu, Chunquan Li and Xia Li.
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MPSEM Modeling Phylogenetic Signals using Eigenvector Maps. Authors: Guillaume
Guenard, with contribution from Pierre Legendre.

MRCV Methods for Analyzing Multiple Response Categorical Variables. Authors: Natalie
Koziol and Chris Bilder.

MRMR Multivariate Regression Models for Reserving. Author: Brian A. Fannin.

MRsurv A multiplicative-regression model for relative survival. Authors: Y. Foucher, K.
Trebern-Launay.

MRwarping Multiresolution time warping for functional data. Authors: L. Slaets, G.
Claeskens, B. W. Silverman.

Map2NCBI Mapping Markers to the Nearest Genomic Feature. Authors: Lauren L. Huls-
man Hanna and David G. Riley.

MetSizeR GUI tool for estimating sample sizes for metabolomic experiments. Authors:
Gift Nyamundanda, Isobel Claire Gormley, Yue Fan, William M Gallagher, Lorraine
Brennan.

MetStaT Statistical metabolomics tools. Author: Tim Dorscheidt.

MicroDatosEs Utilities for Official Spanish Microdata. Authors: Carlos J. Gil Bellosta [aut,
cre], José Luis Cañadas Reche [ctb].

MissMech Testing Homoscedasticity, Multivariate Normality, and Missing Completely at
Random. Authors: Mortaza Jamshidian, Siavash Jalal, and Camden Jansen.

Myrrix Interface to Myrrix, a complete, real-time, scalable clustering and recommender
system, evolved from Apache Mahout. Authors: Jan Wijffels [aut, cre].

Myrrixjars External jars required for package Myrrix. Authors: Jan Wijffels [aut, cre].

NAPPA Performs the processing and normalisation of Nanostring miRNA and mRNA data.
Author: Mark Wappett.

NCmisc Miscellaneous general purpose functions. Author: Nicholas Cooper.

NEff Calculating effective sizes based on known demographic parameters of a population.
Authors: Annegret Grimm, Bernd Gruber and Klaus Henle.

NLP Natural Language Processing Infrastructure. Author: Kurt Hornik [aut, cre].

NPMLEcmprsk Non-parametric Maximum-Likelihood Estimation for Competing-Risks
Data. Authors: Chung-Hsing Chen, I-Shou Chang and Chao A. Hsiung.

NPMVCP Nonparametric Multivariate Change Point Model. Author: Mark D. Holland.

NSM3 Accompanies Hollander, Wolfe, and Chicken “Nonparametric Statistical Methods,
Third Edition”. Authors: Grant Schneider, Eric Chicken, Rachel Becvarik.

NetSim A Social Networks Simulation Tool in R. Author: Christoph Stadtfeld.

Newdistns Computes pdf, cdf, quantile and random numbers for 19 general families of
distributions. Author: Saralees Nadarajah.

NominalLogisticBiplot Biplot representations of categorical data. Authors: Julio Cesar
Hernandez Sanchez, Jose Luis Vicente-Villardon.

ODMconverter tools to convert ODM files. Author: Martin Dugas.

OpasnetUtils Utility functions for dealing with data in Opasnet (www.opasnet.org) envi-
ronment. Authors: Teemu Rintala, Einari Happonen, Jouni Tuomisto.
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OptHedging Estimation of value and hedging strategy of call and put options. Author:
Bruno Remillard. In view: Finance.

OrdinalLogisticBiplot Biplot representations of ordinal variables. Authors: Julio Cesar
Hernandez Sanchez, Jose Luis Vicente-Villardon.

PAGI Identify the dysregulated KEGG pathways based on global influence from the internal
effect of pathways and crosstalk between pathways. Authors: Junwei Han, Yanjun Xu,
Haixiu Yang, Chunquan Li and Xia Li.

PAGWAS Pathway analysis methods for genomewide association data. Author: Marina
Evangelou.

PLRModels Statistical inference in partial linear regression models. Authors: German
Aneiros Perez and Ana Lopez Cheda.

PROFANCY Prioritize candidate disease metabolites based on global functional relation-
ships between metabolites in the context of metabolic pathways. Authors: Qianlan
Yao, Desi Shang, Chunquan Li.

PSAboot Bootstrapping for Propensity Score Analysis. Author: Jason Bryer.

ParDNAcopy Parallel implementation of the segment function of package DNAcopy. Au-
thors: Alex Krasnitz, Guoli Sun.

ParentOffspring Conduct the Parent-Offspring Test Using Monomorphic SNP Markers.
Authors: Pengsheng Ji, Hussein Abdel-Haleem, H. Roger Boerma and Zenglu Li.

PatternClass Class-focused pattern metric comparisons using simulation. Authors: Tarmo
K. Remmel, (Marie-Josee Fortin, Ferenc Csillag, Sandor Kabos).

PedCNV An implementation for association analysis with CNV data. Authors: Meiling
Liu, Sungho Won and Weicheng Zhu.

PivotalR R front-end to PostgreSQL and Pivotal (Greenplum) database, wrapper for MADlib.
Authors: Predictive Analytics Team at Pivotal Inc., with contributions from Data Sci-
entist Team at Pivotal Inc.

PoweR Computation of power and level tables for hypothesis tests. Authors: Pierre Lafaye
de Micheaux, Viet Anh Tran.

PsumtSim Simulations of grouped responses relative to baseline. Author: Peter N. Stein-
metz.

PubBias Performs simulation study to look for publication bias, using a technique described
by Ioannidis and Trikalinos; Clin Trials, 2007;4(3):245–53. Author: Simon Thornley. In
view: MetaAnalysis.

PubMedWordcloud PubMed Word Clouds. Author: Felix Yanhui Fan.

QCGWAS Quality Control of Genome Wide Association Study results. Authors: Peter J.
van der Most and Ilja M. Nolte.

QZ Generalized Eigenvalues and QZ Decomposition. Authors: Wei-Chen Chen, partly
adapted and using routines from LAPACK.

RANN Fast Nearest Neighbour Search (wraps Arya and Mount’s ANN library). Authors:
Sunil Arya and David Mount (for ANN), Samuel E. Kemp, Gregory Jefferis.

RCEIM R Cross Entropy Inspired Method for Optimization. Author: Alberto Krone-
Martins.

RCPmod Regions of common profiles modelling with mixtures-of-experts. Author: Scott D.
Foster.
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RECSO Robust and Efficient Analysis using Control function approach, of a Secondary
Outcome. Author: Tamar Sofer.

RGenetics Genetics research. Author: Felix Yanhui Fan.

RIGHT R Interactive Graphics via HTml. Authors: ChungHa Sung, TaeJoon Song, Jae W.
Lee, and Junghoon Lee.

RImpala Authors: Austin Chungath Vincent, Sachin Sudarshana, Vikas Raguttahalli.

RInSp R Individual Specialization. Authors: Nicola Zaccarelli, Giorgio Mancinelli, and
Dan Bolnick.

RND Risk Neutral Density. Author: Kam Hamidieh. In view: Finance.

RObsDat Store your observations: R-Interface to the Observations Data Model from
QUASHI. Author: Dominik Reusser.

RSADBE Data related to the book “R Statistical Application Development by Example”.
Author: Prabhanjan Tattar.

RSDA R to Symbolic Data Analysis. Author: Oldemar Rodriguez R., with contributions
from Johnny Villalobos M.

RSocrata Download Socrata datasets as R data frames. Author: Hugh J. Devlin. In view:
WebTechnologies.

RStorm Simulate and Develop Streaming Processing in [R]. Author: Maurits Kaptein.

RTConnect Tools for analyzing sales report files of iTunes Connect. Author: Yusuke
Miyazaki.

RVsharing Authors: Alexandre Bureau, Ingo Ruczinski, Samuel G. Younkin.

RWiener Wiener process distribution functions. Author: Dominik Wabersich.

RadOnc Analytical Tools for Radiation Oncology. Author: Reid F. Thompson.

Rambo The Random Subgraph Model. Authors: Charles Bouveyron, Yacine Jernite, Pierre
Latouche, Laetitia Nouedoui.

Rankcluster Model-based clustering for multivariate partial ranking data. Author: Quentin
Grimonprez.

Rbitcoin Rbitcoin integration. Author: Jan Gorecki.

RcmdrPlugin.sampling Tools for sampling in Official Statistical Surveys. Authors: Susie
Jentoft and Johan Heldal.

Rcolombos Interface to Colombos Compendia using the exposed REST API. Author: Paolo
Sonego. In view: WebTechnologies.

RcppZiggurat Rcpp integration of different Ziggurat Normal RNG implementations. Au-
thor: Dirk Eddelbuettel.

Rfacebook Access to Facebook API via R. Author: Pablo Barbera. In view: WebTechnologies.

RhpcBLASctl Control the number of threads on BLAS for R. Authors: Junji Nakano and
Ei-ji Nakama. In view: HighPerformanceComputing.

RidgeFusion Ridge Fusion in Statistical Learning. Author: Bradley S. Price.

Rjpstatdb R interface of the Gateway to Advanced and User-friendly Statistics Service.
Author: Kiwamu Ishikura.
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RobPer Periodogram methods for irregularly sampled time series (especially light curves
occurring in astroparticle physics) and periodicity detection methods. Authors: Anita
M. Thieler, Jonathan Rathjens and Roland Fried, with contributions from Brenton R.
Clarke, Uwe Ligges, Matias Salibian-Barrera, Gert Willems and Victor Yohai.

RockFab Rock fabric and strain analysis tools. Author: Jeffrey R. Webber.

Rpoppler PDF tools based on Poppler. Author: Kurt Hornik.

Ruchardet Author: Heewon Jeon.

SCEPtER Stellar CharactEristics Pisa Estimation gRid. Authors: Matteo Dell’Omodarme
[aut, cre], Giada Valle [aut]. In view: ChemPhys.

SCEPtERextras Additional grids for SCEPtER. Authors: Matteo Dell’Omodarme [aut, cre],
Giada Valle [aut]. In view: ChemPhys.

SCGLR Supervised Component Generalized Linear Regression. Authors: Mortier F., Trot-
tier C., Cornu G., Bry X.

SEchart Authors: Rutger M. van den Bor and Willem M. van der Wal.

SIMMS Subnetwork Integration for Multi-Modal Signatures. Authors: Syed Haider, Michal
Grzadkowski, Paul C. Boutros.

SINGLE Estimate sparse dynamic graphs using the Smooth Incremental Graphical Lasso
Estimation (SINGLE) algorithm. Authors: Ricardo Pio Monti, Christoforos Anagnos-
topoulos and Giovanni Montana.

SML Statistical Machine Learning. Author: Tuo Zhao.

SOLOMON Parentage analysis. Author: Mark Christie.

SPMS Sub-Pathway Mining Software. Author: Xiaomeng Ni.

SPODT Spatial Oblique Decision Tree. Authors: Jean Gaudart, Nathalie Graffeo, Guillaume
Barbet, Bernard Fichet, Roch Giorgi.

SPmlficmcm Semiparametric Maximum likelihood Method for interactions gene-environment
in case-mother control-mother designs. Authors: Moliere Nguile Makao and Alexan-
dre Bureau.

SRRS The Stepwise Response Refinement Screener (SRRS). Authors: Frederick Kin Hing
Phoa and Shu-Ching Lin.

SciencesPo Tools for analyzing political behaviour data. Author: Daniel Marcelino.

ScrabbleScore Calculates Scrabble score for strings. Author: Will Kurt.

SesIndexCreatoR Computation and visualization of socioeconomic indices and categories
distributions. Author: Benoit Lalloue.

SigTree Functions to determine significantly responsive branches of phylogenetic trees
and produce colored plots both in FigTree (via exported file) and R. Authors: John R.
Stevens and Todd R. Jones.

SimuChemPC Simulation process of 4 selection methods in predicting chemical potent
compounds. Author: Mohsen Ahmadi.

SmithWilsonYieldCurve Smith-Wilson Yield Curve Construction. Author: Phil Joubert. In
view: Finance.

StAMPP Statistical Analysis of Mixed Ploidy Populations. Author: L. W. Pembleton.
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StatRank Statistical Rank Aggregation: Inference, Evaluation, and Visualization. Authors:
Hossein Azari Soufiani, William Chen.

StrainRanking Ranking of pathogen strains. Authors: S. Soubeyrand, C. Tollenaere, E.
Haon-Lasportes and A.-L. Laine.

StratSel Strategic Selection Estimator. Author: Lucas Leemann.

SubCultCon Maximum-Likelihood Cultural Consensus Analysis with Sub-Cultures. Au-
thors: Mary C Meyer, Jeffrey G Snodgrass, Michael Lacy.

SynchWave Synchrosqueezed Wavelet Transform. Authors: Matlab original by Eugene
Brevdo; R port by Dongik Jang, Hee-Seok Oh and Donghoh Kim.

TAM Test Analysis Modules. Authors: Thomas Kiefer [aut], Alexander Robitzsch [aut, cre],
Margaret Wu [aut]. In view: Psychometrics.

TBEST Tree Branches Evaluated Statistically for Tightness. Authors: Guoli Sun, Alex
Krasnitz.

TH.data TH’s Data Archive. Author: Torsten Hothorn [aut, cre].

TInPosition Inference tests for TExPosition. Authors: Derek Beaton, Jenny Rieck, Herve
Abdi.

TSclust Time series clustering utilities. Authors: Pablo Montero Manso, José Antonio Vilar.
In view: TimeSeries.

TSjson TSdbi extension for importing time series from web sources via JSON. Author:
Paul Gilbert.

TSsql Generic SQL helper functions for TSdbi SQL plugins. Author: Paul Gilbert.

TableToLongForm Author: Jimmy Oh [aut, cre].

TapeR Flexible tree taper curves based on Semiparametric Mixed Models. Author: Edgar
Kublin.

Thinknum Thinknum Data Connection. Author: Gregory Ugwi.

TiddlyWikiR Create dynamic reports using a TiddlyWiki template. Author: David Mon-
taner.

Tides Author: Tom Cox. In view: TimeSeries.

ToxLim Incorporating Ecological Data and Associated Uncertainty in Bioaccumulation
Modeling. Authors: Frederik De Laender and Karline Soetaert.

TriMatch Propensity Score Matching of Non-Binary Treatments. Author: Jason Bryer.

UScancer Create US cancer datasets from SEER, IARC, and US Census data. Author:
Jonathan Lee.

VIMGUI Visualization and Imputation of Missing Values. Authors: Daniel Schopfhauser,
Matthias Templ, Andreas Alfons, Alexander Kowarik, Bernd Prantner.

VLF Frequency Matrix Approach for Assessing Very Low Frequency Variants in Sequence
Records. Authors: Taryn B. T. Athey and Paul D. McNicholas.

VSURF Variable Selection Using Random Forests. Authors: Robin Genuer, Jean-Michel
Poggi and Christine Tuleau-Malot.

VaRES Computes value at risk and expected shortfall for over 100 parametric distributions.
Authors: Saralees Nadarajah, Stephen Chan and Emmanuel Afuecheta.
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VizOR Graphical visualization tools for complex observational data with focus on health
sciences. Authors: Drew Griffin Levy [aut], David C. Norris [aut, cre].

WhopGenome High-speed processing of whole-genome VCF-format variation data, FASTA-
format sequence data and several alignments formats. Author: Ulrich Wittelsbuerger.

XML2R EasieR XML data collection. Author: Carson Sievert.

YPmodel The Short-term and Long-term Hazard Ratio Model for Survival Data. Authors:
Junlong Sun and Song Yang.

ZIM Statistical Models for Count Time Series with Excess Zeros. Authors: Ming Yang,
Gideon K. D. Zamba, and Joseph E. Cavanaugh.

aLFQ Estimation of absolute protein quantities from label-free LC-MS/MS proteomics data.
Authors: George Rosenberger, Hannes Roest, Christina Ludwig, Barry Grant.

abf2 Load Axon ABF2 files (currently only in gap-free recording mode). Author: Matthew
Caldwell.

abundant Abundant regression and high-dimensional principal fitted components. Author:
Adam J. Rothman.

accelerometry Functions for processing uniaxial minute-to-minute accelerometer data. Au-
thor: Dane R. Van Domelen.

accrued Visualization tools for partially accruing data. Authors: Julie Eaton and Ian Painter.

acopula Modelling dependence with multivariate Archimax (or any user-defined continu-
ous) copulas. Author: Tomas Bacigal.

agop Aggregation Operators and Preordered Sets. Authors: Marek Gagolewski [aut, cre],
Anna Cena [ctb].

alm R wrapper to the almetrics API platform developed by PLoS. Authors: Scott Chamber-
lain [aut, cre], Carl Boettiger [aut], Karthik Ram [aut], Fenner Martin [aut]. In view:
WebTechnologies.

aml Adaptive Mixed LASSO. Author: Dong Wang.

animalTrack Animal track reconstruction for high frequency 2-dimensional (2D) or 3-
dimensional (3D) movement data. Authors: Ed Farrell and Lee Fuiman. In view:
SpatioTemporal.

aoristic aoristic analysis with spatial output (kml). Author: George Kikuchi.

aprof Amdahl’s profiler, directed optimization made easy. Author: Marco D. Visser.

avgrankoverlap Average Rank Overlap. Author: Fatih Sunor [aut, cre].

b6e6rl Adaptive differential evolution, b6e6rl variant. Author: Marek Spruzina.

bbefkr Bayesian bandwidth estimation for the functional kernel regression with unknown
error density. Author: Han Lin Shang.

bcpa Behavioral change point analysis of animal movement. Author: Eliezer Gurarie. In
view: SpatioTemporal.

bdynsys Bayesian Dynamical System Model. Authors: Shyam Ranganathan, Viktoria
Spaiser, Richard P. Mann, David J. T. Sumpter.

bigGP Distributed Gaussian process calculations. Authors: Christopher Paciorek [aut, cre],
Benjamin Lipshitz [aut], Prabhat [ctb], Cari Kaufman [ctb], Tina Zhuo [ctb], Rollin
Thomas [ctb].
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bizdays Functions to handle business days calculations. Author: Wilson Freitas.

blkergm Fitting block ERGM given the block structure on social networks. Authors: Xiaolin
Yang, Stephen Fienberg, Alessandro Rinaldo, Han Liu, Michael Rosenblum.

boxplotdbl Double Box Plot for Two-Axes Correlation. Author: Shinichiro Tomizono.

branchLars Cost-efficient Variable Selection. Author: Li Hua Yue.

cSFM Covariate-adjusted Skewed Functional Model (cSFM). Authors: Meng Li, Ana-Maria
Staicu, and Howard D. Bondell.

cabootcrs Bootstrap Confidence Regions for Correspondence Analysis. Author: T. J. Ringrose.

camel Calibrated Machine Learning. Authors: Xingguo Li, Tuo Zhao, and Han Liu.

censNID Censored NID samples. Authors: A. I. McLeod and N. M. Mohammad.

cgwtools My collection of useful tools. Author: Carl Witthoft.

chemosensors A tool for the design of synthetic experiments in machine olfaction. Authors:
Alexandre Perera-Lluna and Andrey Ziyatdinov.

chngpt Change Point Logistic Regression. Author: Youyi Fong.

circlize Circular layout in R. Author: Zuguang Gu.

clogitL1 Fitting exact conditional logistic regression with lasso and elastic net penalties.
Authors: Stephen Reid and Robert Tibshirani.

cluster.datasets Cluster Analysis Data Sets. Author: Frederick Novomestky.

clusterGenomics Identifying clusters in genomics data by recursive partitioning. Authors:
Gro Nilsen and Ole Christian Lingjaerde.

clustrd Methods for joint dimension reduction and clustering. Authors: Angelos Markos
[aut, cre], Alfonso Iodice D’ Enza [aut], Michel Van de Velden [aut].

codadiags Markov chain Monte Carlo burn-in based on “bridge” statistics. Authors: Yann
Richet, Xavier Bay, Olivier Jacquet, Alexis Jinaphanh.

cold Count Longitudinal Data. Authors: M. Helena Gonçalves and M. Salomé Cabral,
apart from a set of Fortran-77 subroutines written by R. Piessens and E. de Doncker,
belonging to the suite “Quadpack”.

comclim Community climate statistics. Author: Benjamin Blonder.

compactr Creates empty plots with compact axis notation. Author: Carlisle Rainey.

coneproj Primal or Dual Cone Projections with Routines for Shape-restricted Regression.
Authors: Mary C. Meyer and Xiyue Liao.

convevol Quantify and assess the significance of convergent evolution. Authors: C. Tristan
Stayton [aut, cre]. In view: Phylogenetics.

corTools Tools for processing data after a Genome Wide Association Study. Author: Angela
Fan.

covLCA Latent Class Models with Covariate Effects on Underlying and Measured Variables.
Authors: Aurelie Bertrand and Christian M. Hafner.

cpa Confirmatory Path Analysis through the d-sep tests. Authors: Alessandro Bellino and
Daniela Baldantoni.

cpk Clinical Pharmacokinetics. Authors: Oscar A. Linares [aut, cre], David T. Daly [aut].
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crch Censored Regression with Conditional Heteroscedasticity. Authors: Jakob Messner
[aut, cre], Achim Zeileis [aut]. In view: Econometrics.

crqa Cross-Recurrence Quantification Analysis for Categorical and Continuous Time-Series.
Authors: Moreno I. Coco and Rick Dale.

cycloids Author: Peter Biber.

d3Network Tools for creating D3 JavaScript network and tree graphs from R. Author:
Christopher Gandrud.

dataQualityR Performs variable level data quality checks and generates summary statistics.
Authors: Madhav Kumar and Shreyes Upadhyay.

decctools Get energy data from the UK Dept of Energy and Climate Change. Author: James
Keirstead. In view: WebTechnologies.

demoKde Kernel Density Estimation for Demonstration Purposes. Author: Bill Venables.

diaplt Beads Summary Plot of Ranges. Author: Shinichiro Tomizono.

diffEq Functions from the book “Solving Differential Equations in R”. Author: Karline
Soetaert.

diffIRT Diffusion-based IRT models for Response and Response Time Data. Author: Dylan
Molenaar.

dils Data-Informed Link Strength. Combine multiple-relationship networks into a sin-
gle weighted network. Impute (fill-in) missing network links. Author: Stephen R.
Haptonstahl.

directPA Direction Pathway Analysis. Authors: Pengyi Yang and Ellis Patrick.

distillery Method Functions for Confidence Intervals and to Distill Information from an
Object. Author: Eric Gilleland.

distrom Distributed Multinomial Regression. Author: Matt Taddy.

dosresmeta Performing dose-response meta-analysis. Author: Alessio Crippa. In view:
MetaAnalysis.

dpcR Digital PCR Analysis. Authors: Michal Burdukiewicz, Stefan Roediger.

drmdel Dual empirical likelihood inference under density ratio models for multiple sam-
ples. Author: Song Cai.

dupiR Bayesian inference from count data using discrete uniform priors. Authors: Federico
Comoglio and Maurizio Rinaldi.

dynBiplotGUI Full Interactive GUI for Dynamic Biplot in R. Author: Jaime Egido.

dynsim An R implementation of dynamic simulations of autoregressive relationships.
Authors: Laron K Williams, Guy D Whitten, and Christopher Gandrud.

effsize Functions for computing effect sizes. Author: Marco Torchiano.

eggCounts Hierarchical modelling of faecal egg counts. Author: Michaela Paul.

eigenprcomp Computes confidence intervals for principal components. Author: Francisco
Juretig.

elliplot Ellipse Summary Plot of Quantiles. Author: Shinichiro Tomizono.

em2 Compute reading time measures for psycholinguistics. Authors: Pavel Logacev, Shra-
van Vasishth.
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emdatr Global disaster losses from the EM-DAT database. Author: Gopi Goteti.

enRich Analysis of multiple ChIP-seq data. Authors: Yanchun Bao and Veronica Vinciotti.

entropart Entropy partitioning to measure diversity. Authors: Eric Marcon, Bruno Herault.

enviPat Isotope pattern, profile and centroid calculation for mass spectrometry. Authors:
Martin Loos, Christian Gerber.

epibase basic tools for the analysis of disease outbreaks. Authors: The Hackout team (In
alphabetic order: David Aanensen, Marc Baguelin, Paul Birrell, Simon Cauchemez,
Anton Camacho, Caroline Colijn, Anne Cori, Xavier Didelot, Ken Eames, Christophe
Fraser, Simon Frost, Niel Hens, Joseph Hugues, Thibaut Jombart, Lulla Opatowski,
Oliver Ratmann, Samuel Soubeyrand, Marc Suchard, Jacco Wallinga, Rolf Ypma).

eqs2lavaan EQS Output Conversion to lavaan Functions. Author: Craig M. Krebsbach.

equateIRT Direct, chain and average equating coefficients with standard errors using IRT
methods. Author: Michela Battauz. In view: Psychometrics.

erboost Nonparametric Multiple Expectile Regression via ER-Boost. Authors: Yi Yang, Hui
Zou.

ergm.graphlets ERG Modeling Based on Graphlet Properties. Authors: Omer Nebil Yaveroglu
[aut, cre], Sean M. Fitzhugh [aut], Maciej Kurant [aut], Athina Markopoulou [aut],
Natasa Przulj [aut], Carter T. Butts [aut].

eventInterval Sequential event interval analysis. Author: Jim Lemon.

evmix Extreme Value Mixture Modelling, Threshold Estimation and Boundary Corrected
Kernel Density Estimation. Authors: Yang Hu and Carl Scarrott, University of Canter-
bury.

evobiR Evolutionary biology in R. Author: Heath Blackmon. In view: Phylogenetics.

evt0 Mean of order p (MOP) and peaks over random threshold (PORT) Hill estimates for
the extreme value index (EVI). Author: B G Manjunath.

exactmeta Exact fixed effect meta analysis. Authors: Yilei Yu and Lu Tian. In view: Meta-
Analysis.

excursions Functions that compute probabilistic excursion sets and contour credibility
regions for latent Gaussian random processes and fields. Authors: David Bolin and
Finn Lindgren.

expands Author: Noemi Andor.

fExpressCertificates Structured Products Valuation for ExpressCertificates/Autocallables.
Author: Stefan Wilhelm.

fICA Classic, reloaded and adaptive FastICA algorithms. Authors: Jari Miettinen, Klaus
Nordhausen, Hannu Oja, Sara Taskinen.

factas Data Mining Methods. Author: Romain Bar.

fclust Fuzzy clustering. Authors: Paolo Giordani, Maria Brigida Ferraro.

fcros FCROS for detecting differentially expressed genes. Author: Doulaye Dembele.

fdakma Clustering and alignment of a functional dataset. Authors: Mirco Patriarca, Laura
Sangalli, Piercesare Secchi, Simone Vantini, Valeria Vitelli.

fdatest Interval Testing Procedure for functional data. Authors: Alessia Pini, Simone
Vantini.
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fishMod Fits Poisson-sum-of-Gammas GLMs, Tweedie GLMs, and delta log-normal mdoels.
Author: Scott D. Foster.

fitTetra Assigning tetraploid genotype scores. Authors: Roeland Voorrips and Gerrit Gort.

flexCWM Flexible Cluster-Weighted Modeling. Authors: A. Mazza, A. Punzo, S. Ingrassia.

flora Taxonomical information on flowering species that occur in Brazil. Author: Gustavo
Carvalho. In view: WebTechnologies.

fscaret Automated caret feature selection. Authors: Jakub Szlek, acknowledgments to Alek-
sander Mendyk, contributions from stackoverflow and r-help@r-project.org mailing
list community.

gPCA Batch Effect Detection via Guided Principal Components Analysis. Author: Sarah
Reese.

gWidgets2 Rewrite of gWidgets API for simplified GUI construction. Author: John Verzani.

gWidgets2RGtk2 Implementation of gWidgets2 for RGtk2 package. Author: John Verzani.

gWidgets2tcltk Toolkit implementation of gWidgets2 for tcltk package. Author: John
Verzani.

gambin Fit the GamBin model to species abundance distributions. Authors: Michael
Krabbe Borregaard, Thomas Matthews and Karl Ugland.

genMOSSplus Application of MOSS algorithm to genome-wide association study (GWAS).
Authors: Olga Vesselova, Matthew Friedlander, Laurent Briollais, Adrian Dobra,
Helene Massam.

georob Robust Geostatistical Analysis of Spatial Data. Authors: Andreas Papritz [cre, aut],
Cornelia Schwierz [ctb]. In view: Spatial.

geostatsp Geostatistics using SpatialPoints and rasters. Authors: Patrick Brown [aut, cre],
Robert Hijmans [ctb].

gettingtothebottom Getting to the Bottom, a package for Learning Optimization Methods.
Author: Jocelyn T. Chi.

ggHorizon An implementation of Horizon Graph. Author: Thomas Kern.

ggROC ROC curve plot with ggplot2. Author: Honglong Wu.

gitter Robust and accurate quantification of pinned colony sizes in microorganisms. Au-
thors: Omar Wagih, Leopold Parts.

glinternet Learning interactions via hierarchical group-lasso regularization. Authors:
Michael Lim, Trevor Hastie.

glmlep Fit GLM with LEP-based penalized maximum likelihood. Authors: Canhong Wen,
Hao Lin.

globalGSA Global Gene-Set Analysis for Association Studies. Authors: Natalia Vilor,
M.Luz Calle.

globalOptTests Objective functions for benchmarking the performance of global optimiza-
tion algorithms. Author: Katharine Mullen.

gmatrix Harnessing GPU Power. Author: Nathan Morris.

govStatJPN functions to get public survey data in Japan. Author: Yuichiro Otani. In view:
WebTechnologies.

gpk 100 Data Sets for Statistics Education. Author: Prabhanjan Tattar.
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gpmap Analysing and plotting genotype-phenotype maps. Authors: Arne B. Gjuvsland
and Yunpeng Wang.

gpr A Minimalistic package to apply Gaussian Process in R. Author: Afshin Sadeghi.

growthmodels Nonlinear Growth Models. Author: Daniel Rodriguez Perez.

gsalib Utility functions for GATK. Author: Kiran Garimella.

gskat GEE_KM. Author: Xuefeng Wang.

highr Syntax highlighting for R. Authors: Yihui Xie and Yixuan Qiu.

hsphase Phasing and imputation of half-sib families using SNP data. Authors: Mohammad
Ferdosi, Cedric Gondro.

humanFormat Human-friendly formatting functions. Author: Dustin Sallings.

hydroApps Tools and models for hydrological applications. Author: Daniele Ganora.

hypervolume High-dimensional kernel density estimation and geometry operations. Au-
thor: Benjamin Blonder.

hysteresis Tools for Modeling Rate-Dependent Hysteretic Processes and Ellipses. Authors:
Spencer Maynes, Fan Yang, and Anne Parkhurst.

inarmix Mixture models for longitudinal count data. Authors: Nicholas Henderson and
Paul Rathouz.

incReg Incremental Multivariate Regression. Author: Alexander Entzian [cre, aut, cph].

influence.SEM Case Influence in Structural Equation Models. Authors: Massimiliano
Pastore and Gianmarco Altoe’.

investr Calibration/Inverse Estimation with Linear and Nonlinear Regression Models in R.
Author: Brandon M. Greenwell.

ipfp Fast implementation of the iterative proportional fitting procedure in C. Author:
Alexander W Blocker.

iqLearn Interactive Q-learning. Authors: Kristin A. Linn, Eric B. Laber, Leonard A. Stefan-
ski.

itree Tools for classification and regression trees, with an emphasis on interpretability.
Authors: Alex Goldstein (itree modifications), Terry Therneau, Beth Atkinson, Brian
Ripley (rpart).

jtrans Johnson transformation for normality. Author: Wang Yuchen.

jvmr Integration of R, Java, and Scala. Author: David B. Dahl.

kcirt k-Cube Thurstonian IRT Models. Authors: Dave Zes, Jimmy Lewis, Dana Landis.

kedd Kernel Estimator and Bandwidth Selection for Density and its Derivatives. Author:
Arsalane Chouaib Guidoum.

kmconfband Kaplan-Meier Simultaneous Confidence Band for the Survivor Function. Au-
thor: David E. Matthews.

kmlcov Clustering longitudinal data using the likelihood as a metric of distance. Authors:
Mamoun O. Benghezal [aut, cre], Christophe Genolini [ctb].

knitrBootstrap Knitr Bootstrap framework. Author: Jim Hester.

krm Kernel-based Regression Models. Authors: Youyi Fong, Saheli Datta, Krisztian
Sebestyen.
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ktsolve Configurable function for solving families of nonlinear equations. Author: Carl
Witthoft.

l2boost Friedman’s boosting algorithm for regularized linear regression. Authors: John
Ehrlinger [aut, cre], Hemant Ishwaran [aut].

laGP Local Approximate Gaussian Process Regression. Author: Robert B. Gramacy.

label.switching Relabelling MCMC outputs of mixture models. Author: Panagiotis Papas-
tamoulis.

learningr Data and functions to accompany the book “Learning R”. Author: Richie Cotton.

likeLTD Tools to determine DNA profile evidence. Authors: David Balding, Adrian Timp-
son, Christopher Steele, Mayeul d’Avezac, James Hetherington.

likert Functions to analyze and visualize likert type items. Authors: Jason Bryer, Kimberly
Speerschneider.

lm.br Linear Model with Breakpoint. Authors: Marc Adams [aut, cre], authors of R function
’lm’ [ctb] (general interface), authors of ’lm.gls’ [ctb] (interface and R code for matrix
weights), U.S. NIST [ctb] (C++ code for TNT::Vector template).

locits Test of stationarity and localized autocovariance. Authors: Guy Nason [aut, cre].

logcondens.mode Compute MLE of Log-Concave Density on R with Fixed Mode, and
Perform Inference for the Mode. Author: Charles Doss.

lomb Lomb-Scargle Periodogram. Authors: Thomas Ruf, partially based on C original by
Press et al. (Numerical Recipes).

lrmest Different types of estimators to deal with multicollinearity. Authors: Ajith Dis-
sanayake [aut, cre], P. Wijekoon [aut], R-core [cph].

lsdv Fixed effect panel data regression. Author: Zaghdoudi Taha.

lshorth The Length of the Shorth. Author: G. Sawitzki.

ltsbase Ridge and Liu Estimates based on LTS (Least Trimmed Squares) Method. Authors:
Betul Kan Kilinc [aut, cre], Ozlem Alpu [aut, cre].

lymphclon Accurate Estimation of Clonal Coincidences and Abundances from Biological
Replicates. Authors: Yi Liu [aut, cre], Richard A. Olshen [aut], Andrew Z. Fire [aut],
Scott D. Boyd [aut].

mQTL Metabolomic Quantitative Trait Locus Mapping. Authors: Lyamine Hedjazi and
Jean-Baptiste Cazier.

mallet A wrapper around the Java machine learning tool MALLET. Author: David Mimno.

mapmisc Utilities for producing maps. Author: Patrick Brown.

markovchain Handle and analyze discrete Markov chains. Author: Giorgio Alfredo Spedi-
cato. In view: Finance.

matrixpls Matrix-based Partial Least Squares estimation. Author: Mikko Rönkkö.

mbbefd MBBEFD distribution and exposure curve. Author: Giorgio Spedicato. In view:
Distributions.

mcGlobaloptim Global optimization using Monte Carlo and Quasi Monte Carlo simulation.
Author: Thierry Moudiki.

memuse Estimate the memory usage of dense, in-core, numeric objects. Author: Drew
Schmidt.
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micromapST Linked Micromap Plots for U. S. States. Authors: Dan Carr and Jim Pearson,
with contributions from Linda Pickle.

midasr Mixed Data Sampling Regression. Authors: Virmantas Kvedaras, Vaidotas Zemlys.
In views: Econometrics, TimeSeries.

migration.indices Migration indices. Authors: Lajos Bálint and Gergely Daróczi.

mistat Data sets, functions and examples from the book: “Modern Industrial Statistics” by
Kenett, Zacks and Amberti. Author: Daniele Amberti.

mizer Multi-species sIZE spectrum modelling in R. Authors: Finlay Scott and Julia Blan-
chard and Ken Andersen.

mlDNA Machine Learning-based Differential Network Analysis of Transcriptome Data.
Authors: Chuang Ma and Xiangfeng Wang.

mlr Machine Learning in R. Author: Bernd Bischl.

mopsocd Multi-objective Particle Swarm Optimization with Crowding Distance. Author:
Pros Naval.

mpmi Mixed-pair mutual information estimators. Author: Chris Pardy.

mreg Fits regression models when the outcome is partially missing. Author: Simon Bond.

multiDimBio Multivariate Analysis and Visualization for Biological Data. Author: Samuel
V. Scarpino.

multiplex Analysis of Multiple Social Networks with Algebra. Author: J. Antonio Rivero
Ostoic. In view: Psychometrics.

mvMORPH Multivariate Comparative Tools for Fitting Evolutionary Models to Morphome-
tric Data. Authors: Julien Clavel, with contributions from Aaron King, and Emmanuel
Paradis.

mvSLOUCH MultiVariate Stochastic Linear Ornstein-Uhlenbeck models for phylogenetic
Comparative hypotHeses. Author: Krzysztof Bartoszek.

mvcwt Wavelet analysis of multiple time series. Author: Timothy H. Keitt.

naturalsort Natural Ordering. Author: Kosei Abe.

ndtv Network Dynamic Temporal Visualizations. Authors: Skye Bender-deMoll [cre, aut],
Martina Morris [ctb].

needy Author: Ryan Grannell.

netClass Network-Based Biomarker Discovery. Author: Yupeng Cun.

netmeta Network meta-analysis with R. Authors: Gerta Ruecker, Guido Schwarzer. In
view: MetaAnalysis.

netweavers NetWeAvers: Weighted Averages for Networks. Author: Elizabeth McClellan.

neuroblastoma Neuroblastoma copy number profiles. Author: Toby Dylan Hocking.

ngramr Retrieve and plot Google n-gram data. Author: Sean Carmody. In view: WebTech-
nologies.

nhlscrapr Compiling the NHL Real Time Scoring System Database for easy use in R. Au-
thors: A.C. Thomas, Samuel L. Ventura. In view: WebTechnologies.

nlmeU Datasets and utility functions enhancing functionality of nlme package. Authors:
Andrzej Galecki, Tomasz Burzykowski.
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nonlinearTseries Nonlinear time series analysis. Author: Constantino A. Garcia. In view:
TimeSeries.

npsp Nonparametric spatial (geo)statistics. Author: Ruben Fernandez-Casal.

nsga2R Elitist Non-dominated Sorting Genetic Algorithm based on R. Author: Ching-Shih
(Vince) Tsou.

ocean Biophysical Oceanography Tools. Author: Benjamin Jones [aut, cre].

openNLPdata Apache OpenNLP Jars and Basic English Language Models. Authors: Kurt
Hornik [aut, cre], The Apache Software Foundation [ctb, cph] (Apache OpenNLP Java
libraries), JWNL development team [ctb, cph] (JWNL Java WordNet Library).

opencpu OpenCPU framework for embedded statistical computation and reproducible
research. Author: Jeroen Ooms. In view: WebTechnologies.

optextras A set of tools to support optimization methods (function minimization with at
most bounds and masks). Author: John C. Nash [aut, cre].

ora Convenient Tools for Working with Oracle Databases. Author: Arni Magnusson.

ordBTL Modelling comparison data with ordinal response. Author: Giuseppe Casalicchio.

papeR A toolbox for writing Sweave or other LATEX-based papers and reports. Author:
Benjamin Hofner.

parallelMap Unified interface to some popular parallelization back-ends for interactive
usage and package development. Authors: Bernd Bischl, Michel Lang.

parboost Distributed Model-Based Boosting. Author: Ronert Obst.

pastis Phylogenetic Assembly with Soft Taxonomic Inferences. Authors: Klaas Hartmann,
Gavin Thomas, Arne Mooers, Jeffrey Joy, Walter Jetz.

pathdiagram Basic functions for drawing path diagrams. Author: Gaston Sanchez.

pawacc Physical activity with accelerometers. Author: Marco Geraci.

pbdPROF Programming with Big Data — MPI Profiling Tools. Authors: Wei-Chen Chen
[aut, cre], Drew Schmidt [aut], Gaurav Sehrawat [aut], Pragneshkumar Patel [aut],
George Ostrouchov [aut]. In view: HighPerformanceComputing.

pbs Periodic B Splines. Author: Shuangcai Wang.

pedgene Gene-level statistics for Pedigree Data. Authors: Dan Schaid and Jason Sinnwell.

peptider Evaluation of diversity in nucleotide libraries. Authors: Heike Hofmann, Eric
Hare, ggobi Foundation.

phalen Phalen Algorithms and Functions. Author: Robert P. Bronaugh.

phaseR Phase Plane Analysis of One and Two Dimensional ODE Systems. Author: Michael
J. Grayling.

phenmod Auxiliary functions for phenological data processing, modelling and result han-
dling. Author: Maximilian Lange.

phyloTop Phylogenetic Tree Topological Properties Evaluator. Author: Michael Boyd.

plot3D Plotting multi-dimensional data. Author: Karline Soetaert.

polyaAeppli Implementation of the Polya-Aeppli distribution. Author: Conrad Burden.

polyclip Polygon Clipping. Authors: Angus Johnson. Ported to R by Adrian Baddeley and
Brian Ripley.
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popsom Self-Organizing Maps With Population Based Convergence Criterion. Authors:
Lutz Hamel [aut, cre], Benjamin Ott [aut], Gregory Breard [aut].

poweRlaw Fitting heavy tailed distributions. Author: Colin Gillespie.

powerAnalysis Power analysis in experimental design. Author: Felix Yanhui Fan.

ppmlasso Point Process Models with LASSO penalties. Author: Ian Renner.

prevalence Authors: Brecht Devleesschauwer [aut, cre], Paul Torgerson [aut], Johannes
Charlier [aut], Bruno Levecke [aut], Nicolas Praet [aut], Pierre Dorny [aut], Dirk
Berkvens [aut], Niko Speybroeck [aut]. In view: Bayesian.

primerTree Author: Jim Hester.

prinsimp Finding and plotting simple basis vectors for multivariate data. Authors: Davor
Cubranic, Jonathan Zhang, Nancy Heckman, Travis Gaydos, and J.S. Marron.

profileR Profile Analysis and Its Applications. Authors: Okan Bulut, Christopher David
Desjardins. In view: Psychometrics.

prognosticROC Prognostic ROC curves for evaluating the predictive capacity of a binary
test. Authors: Y. Foucher and C. Combescure.

propagate Propagation of Uncertainty. Author: Andrej-Nikolai Spiess.

prospectr Miscellaneous functions for processing and sample selection of vis-NIR diffuse
reflectance data. Authors: Antoine Stevens and Leonardo Ramirez-Lopez. In view:
ChemPhys.

protoclass Interpretable classification with prototypes. Authors: Jacob Bien and Robert
Tibshirani.

pse Parameter space exploration with Latin Hypercubes. Authors: Andre Chalom, Paulo
Inacio Knegt Lopez de Prado.

psidR Build panel data sets from PSID raw data. Author: Florian Oswald.

pumilioR Pumilio in R. Author: Luis J. Villanueva-Rivera.

pvsR Interact with the Project Vote Smart API for scientific research. Author: Ulrich Matter.

pwt8 Penn World Table (Version 8.0). Author: Achim Zeileis [aut, cre]. In view: Economet-
rics.

qfa Tools for modelling the growth dynamics of arrays of large numbers of colonies and
performing quantitative fitness analysis (QFA). Authors: Conor Lawless, with contri-
butions from Alexander Young and Darren Wilkinson.

qiimer Work with QIIME Output Files in R. Author: Kyle Bittinger.

quint Qualitative Interaction Trees. Authors: Elise Dusseldorp [aut, cre, cph], Lisa Doove
[aut], Cor Ninaber [ctb] (supported with the plot function), Iven Van Mechelen [aut,
cph].

rLakeAnalyzer Analysis of lake physics. Authors: Luke Winslow, Jordan Read, Richard
Woolway, Jennifer Brentrup, Jake Zwart.

rLindo R Interface to LINDO API. Author: Zhe Liu.

rNOMADS An interface to the NOAA Operational Model Archive and Distribution System.
Author: Daniel C. Bowman [aut, cre].

raincpc Obtain and Analyze Rainfall data from the Climate Prediction Center (CPC). Au-
thor: Gopi Goteti.
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randomizationInference Flexible Randomization-Based Inference. Authors: Joseph J. Lee
and Tirthankar Dasgupta.

rbiouml Functions to interact with BioUML server. Authors: Ivan Yevshin and Tagir Valeev.

rbmn Handling Linear Gaussian Bayesian Networks. Author: Jean-Baptiste Denis.

reader A suite of functions to flexibly read data from files. Author: Nicholas Cooper.

referenceIntervals Reference Intervals. Author: Daniel Finnegan.

regpro Nonparametric Regression. Author: Jussi Klemela.

rentrez Entrez in R. Author: David Winter. In view: WebTechnologies.

reutils Talk to the NCBI EUtils. Author: Gerhard Schoefl.

rfisheries R interface for fisheries data. Authors: Karthik Ram [aut, cre], Carl Boettiger
[aut], Andrew Dyck [aut]. In view: WebTechnologies.

rgauges R wrapper to Gaug.es API. Authors: Scott Chamberlain [aut, cre], Karthik Ram
[aut]. In view: WebTechnologies.

rio A Swiss-army knife for data file I/O. Authors: Chung-hong Chan, Geoffrey CH Chan.

rite The Right Editor to Write R. Author: Thomas J. Leeper.

rotations Tools for Working with Rotation Data. Authors: Bryan Stanfill, Heike Hofmann,
Ulrike Genschel.

rsig Robust Signature Selection for Survival Outcomes. Authors: Sangkyun Lee, Michel
Lang.

rsnps Get SNP (Single-Nucleotide Polymorphism) data on the web. Authors: Scott Cham-
berlain [aut, cre], Kevin Ushey [aut]. In view: WebTechnologies.

rtematres The rtematres API package. Author: Claas-Thido Pfaff.

rvHPDT Calling haplotype-based and variant-based pedigree disequilibrium test for rare
variants in pedigrees. Author: Wei Guo.

sGPCA Sparse Generalized Principal Component Analysis. Author: Frederick Campbell.

samplingEstimates Sampling Estimates. Author: Emilio Lopez Escobar.

scar Shape-Constrained Additive Regression: a Maximum Likelihood Approach. Authors:
Yining Chen and Richard Samworth.

scholar Analyse citation data from Google Scholar. Author: James Keirstead. In view:
WebTechnologies.

scoring Proper scoring rules. Author: Ed Merkle.

sealasso Standard Error Adjusted Adaptive Lasso. Author: Wei Qian.

sensitivitymv Sensitivity Analysis in Observational Studies. Author: Paul R. Rosenbaum.

seqMeta Meta-analyzing region-based tests of rare DNA variants. Authors: Arend Voor-
man, Jennifer Brody, Han Chen, Thomas Lumley. In view: MetaAnalysis.

servr A simple HTTP server in R. Author: Yihui Xie. In view: WebTechnologies.

sheldusr Natural disaster losses for the USA from the SHELDUS database. Author: Gopi
Goteti.

shinyAce Ace editor bindings for Shiny. Author: Trestle Technology, LLC.
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shinyRGL Shiny Wrappers for RGL. Author: Trestle Technology, LLC.

simMSM Simulation of event histories based on nonlinear hazard rate functions and po-
tentially nonlinear covariate effects. Author: Holger Reulen.

simPH Tools for simulating and plotting quantities of interest estimated from Cox Propor-
tional Hazards models. Author: Christopher Gandrud.

simsalapar Tools for Simulation Studies in Parallel with R. Authors: Marius Hofert and
Martin Maechler.

sirt Supplementary Item Response Theory Models. Author: Alexander Robitzsch. In view:
Psychometrics.

sjPlot Data visualization for statistics in social science. Author: Daniel Lüdecke.

sjdbc JDBC Driver Interface. Author: TIBCO Software Inc.

smaa Stochastic Multi-criteria Acceptability Analysis. Author: Gert van Valkenhoef.

smam Statistical Modeling of Animal Movements. Authors: Jun Yan and Vladimir Pozd-
nyakov. In view: SpatioTemporal.

smoothie Two-dimensional Field Smoothing. Author: Eric Gilleland.

smss Datasets for Agresti and Finlay’s “Statistical Methods for the Social Sciences”. Authors:
Jeffrey B. Arnold [aut, cre], Alan Agresti [cph], Barbara Finlay [cph].

snapshot Gadget N-body cosmological simulation code snapshot I/O utilities. Author:
Aaron Robotham.

snplist Tools to create Gene Sets. Authors: Chanhee Yi, Alexander Sibley, and Kouros
Owzar.

soilprofile Consistently represent soil properties along a soil profile. Author: Gianluca
Filippa.

somebm Some Brownian motions simulation functions. Author: Junwen Huang.

sorvi Finnish Open Government Data Toolkit. Authors: Leo Lahti, Juuso Parkkinen, Joona
Lehtomaki, Juuso Haapanen, Jussi Paananen, Einari Happonen.

soundecology Soundscape ecology. Authors: Luis J. Villanueva-Rivera and Bryan C. Pi-
janowski.

spaMM Mixed models, particularly spatial GLMMs. Authors: François Rousset [aut, cre,
cph], Jean-Baptiste Ferdy [aut, cph].

sparc Semiparametric Generalized Linear Models. Authors: Tuo Zhao and Han Liu.

sparktex Generate LATEX sparklines in R. Authors: Thomas Leeper [aut, cre], Andy Barbour
[ctb].

sparseBC Sparse biclustering of transposable data. Author: Kean Ming Tan.

sparseMVN Multivariate normal functions for sparse covariate and precision matrices.
Author: Michael Braun. In view: Distributions.

speccalt Alternative spectral clustering, with automatic estimation of k. Author: Pierrick
Bruneau.

splitstackshape Functions to split concatenated data, conveniently stack columns of data.frames,
and conveniently reshape data.frames. Author: Ananda Mahto.

splusTimeDate Times and Dates from S-PLUS. Author: TIBCO Software Inc.
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splusTimeSeries Time Series from S-PLUS. Author: TIBCO Software Inc.

ssfit Fitting of parametric models using summary statistics. Author: Christiana Kartsonaki.

ssmrob Robust estimation and inference in sample selection models. Authors: Mikhail
Zhelonkin, Marc G. Genton, Elvezio Ronchetti.

ssvd Sparse SVD. Author: Dan Yang. In view: NumericalMathematics.

stima Simultaneous Threshold Interaction Modeling Algorithm. Authors: Elise Dusseldorp
[aut, cre, cph], Claudio Conversano [aut, cph], Cor Ninaber [ctb], Kristof Meers [ctb],
Peter Neufeglise [trl].

straweib Stratified Weibull Regression Model. Authors: Xiangdong Gu and Raji Balasubra-
manian.

strum STRUctural Modeling of Latent Variables for General Pedigree. Authors: Nathan
Morris [aut, cre], Yeunjoo Song [aut], Stephen Cahn [ctb].

stylo Functions for a variety of stylometric analyses. Authors: Maciej Eder, Jan Rybicki,
Mike Kestemont.

suRtex LATEX descriptive statistic reporting for survey data. Author: Dustin Landers.

surv2sampleComp Inference for model-free between-group parameters for censored sur-
vival data. Authors: Lu Tian, Hajime Uno.

survsim Simulation of simple and complex survival data. Authors: David Moriña, Centre
Tecnològic de Nutrició i Salut and Albert Navarro.

svdvisual SVD visualization tools. Author: Lingsong Zhang.

svyPVpack Complex surveys including plausible values. Authors: Manuel Reif, Jakob
Peterbauer.

switchnpreg Switching nonparametric regression models for a single curve and functional
data. Authors: Camila de Souza and Davor Cubranic.

sybilEFBA Using gene expression data to improve flux balance analysis predictions. Au-
thor: Abdelmoneim Amer Desouki [aut, cre].

symbolicDA Analysis of symbolic data. Authors: Andrzej Dudek, Marcin Pelka, Justyna
Wilk.

table1xls Produces summary tables in the format most often encountered in scientific
articles, and exports them to spreadsheet format (‘.xls’ or ‘.xlsx’). Author: Assaf P.
Oron.

tbart Teitz and Bart p-median algorithm. Author: Chris Brunsdon.

tbdiag Functions for tuberculosis diagnostics research. Author: Matt Parker.

tester Tests and checks characteristics of R objects. Author: Gaston Sanchez.

testit A simple package for testing R packages. Author: Yihui Xie.

textometry Textual Data Analysis Package used by the TXM Software. Authors: Sylvain
Loiseau, Vaudor Lise, Matthieu Decorde.

tibbrConnector R interface to tibbr. Author: TIBCO Software Inc.

timesboot Bootstrap computations for time series objects. Author: Francisco Juretig. In
view: TimeSeries.

topsis TOPSIS method for multiple-criteria decision making (MCDM). Author: Mahmoud
Mosalman Yazdi.
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tsbridge Calculate normalising constants for Bayesian time series models. Authors: Guy J.
Abel and Jackie S. T. Wong.

ttScreening Genome-wide DNA methylation sites screening by use of training and testing
samples. Authors: Meredith Ray, Xin Tong, Hongmei Zhang.

ttwa Travel To Work Area. Authors: Francois Semecurbe, Joachim Timoteo.

turner Turn vectors and lists of vectors into indexed structures. Author: Gaston Sanchez.

uuid Tools for generating and handling of UUIDs. Authors: Simon Urbanek (R package),
Theodore Ts’o (libuuid).

varComp Variance component models. Author: Long Qu.

vbdm Variational Bayes Discrete Mixture Model. Author: Benjamin Logsdon.

vectoptim Vectorized optimization methods. Authors: Qiang Kou, Yann Richet.

vimcom Intermediate the communication between Vim and R. Author: Jakson Aquino.

vscc Variable selection for clustering and classification. Authors: Jeffrey L. Andrews, Paul
D. McNicholas.

waldwolf Wald-Wolfowitz trend test. Authors: Jodavid Ferreira, Claudio Souza.

widenet Penalized Regression with Polynomial Basis Expansions. Authors: Stephan Ritter,
Alan Hubbard.

wordmatch Matches words in one file with words in another file. Author: Amit Singh
Rathore.

wpp2012 World Population Prospects 2012. Authors: Hana Sevcikova, Patrick Gerland,
Kirill Andreev, Nan Li, Danan Gu, Thomas Spoorenberg.

wppExplorer Explorer of World Population Prospects. Author: Hana Sevcikova.

zoom A spatial data visualization tool. Authors: Corentin M Barbu [aut, cre], Sebastian
Gibb [ctb].

Other changes

The following packages were moved to the Archive: BTSPAS, BcDiag, BerkeleyEarth,
BiGGR, CatDyn, EDanalysis, EquiNorm, ExactNumCI, ExomeCNV, GOSim, GRRGI,
HumMeth27QCReport, ISIPTA, JointModeling, LSC, LaplacesDemon, LogicForest, MFDF,
MeDiChI, Metadata, NetworkAnalysis, OrdLogReg, PairTrading, RAFM, RHive, Rcmdr-
Plugin.qcc, Read.isi, ResearchMethods, RghcnV3, SVGmapping, SteinerNet, TCC, Tex-
tRegression, USPS, WaveletCo, aBioMarVsuit, afmtools, binhf, boolfun, bsml, bwsur-
vival, cem, climatol, clusterCons, coenoflex, cplm, ctarma, curvclust, dclong.spt, driftsel,
edesign, elrm, fastVAR, fitDRC, geoPlot, geospacom, igraph0, interactivity, languageR,
lcmr, lemma, longRPart, makeR, mapReduce, marginTree, melody, mfr, multmod, non-
random, ocomposition, openNLPmodels.en, openNLPmodels.es, opencpu.demo, polyphe-
mus, polytomous, popPK, productplots, profanal, rImpactStory, roxyPackage, rriskBayes,
sabreR, spacom, trex, trio, ttrTests

The following packages were resurrected from the Archive: AGSDest, BAYSTAR, DDHFm,
DescribeDisplay, KappaV, MAMSE, MMS, McSpatial, MethComp, NADA, R4dfp, RMe-
diation, Rclusterpp, Simile, TreePar, YourCast, cems, clustvarsel, codep, denpro, gear-
man, gllm, kernelPop, laser, lazy, lmeSplines, mht, mixer, nlts, pamctdp, pcurve, rmetasim,
rv, soil.spec, somplot, sspline, tsModel

The following package had to be removed: RTriangle
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Changes in R
In version 3.0.2

by the R Core Team

CHANGES IN R 3.0.2

NEW FEATURES

• The ‘NEWS’ files have been re-organized.

This file contains news for R >= 3.0.0: news for the 0.x.y, 1.x.y and 2.x.y releases is
in files ‘NEWS.0’, ‘NEWS.1’ and ‘NEWS.2’. The latter files are now installed when
R is installed. An HTML version of news from 2.10.0 to 2.15.3 is available as
‘doc/html/NEWS.2.html’.

• sum() for integer arguments now uses an integer accumulator of at least 64 bits and
so will be more accurate in the very rare case that a cumulative sum exceeds 253

(necessarily summing more than 4 million elements).

• The example() and tools::Rd2ex() functions now have parameters to allow them to
ignore \dontrun markup in examples. (Suggested by Peter Solymos.)

• str(x) is considerably faster for very large lists, or factors with 100,000 levels, the
latter as in PR#15337.

• col2rgb() now converts factors to character strings not integer codes (suggested by
Bryan Hanson).

• tail(warnings()) now works, via the new `[` method.

• There is now support for the LaTeX style file ‘zi4.sty’ which has in some distributions
replaced ‘inconsolata.sty’.

• unlist(x) now typically returns all non-list xs unchanged, not just the “vector” ones.
Consequently, format(lst) now also works when the list lst has non-vector elements.

• The tools::getVignetteInfo() function has been added to give information about
installed vignettes.

• New assertCondition(), etc. utilities in tools, useful for testing.

• Profiling now records non-inlined calls from byte-compiled code to BUILTIN functions.

• Various functions in stats and elsewhere that use non-standard evaluation are now
more careful to follow the namespace scoping rules. E.g. stats::lm() can now find
stats::model.frame() even if stats is not on the search path or if some package
defines a function of that name.

• If an invalid/corrupt .Random.seed object is encountered in the workspace it is ignored
with a warning rather than giving an error. (This allows R itself to rely on a working
RNG, e.g. to choose a random port.)

• seq() and seq.int() give more explicit error messages if called with invalid (e.g. NaN)
inputs.

• When parse() finds a syntax error, it now makes partial parse information available
up to the location of the error. (Request of Reijo Sund.)

• Methods invoked by NextMethod() had a different dynamic parent to the generic. This
was causing trouble where S3 methods invoked via lazy evaluation could lose track of
their generic. (PR#15267)
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• Code for the negative binomial distribution now treats the case size == 0 as a
one-point distribution at zero.

• abbreviate() handles without warning non-ASCII input strings which require no
abbreviation.

• read.dcf() no longer has a limit of 8191 bytes per line. (Wish of PR#15250.)

• formatC(x) no longer copies the class of x to the result, to avoid misuse creating
invalid objects as in PR#15303. A warning is given if a class is discarded.

• Dataset npk has been copied from MASS to allow more tests to be run without recom-
mended packages being installed.

• The initialization of the regression coefficients for non-degenerate differenced mod-
els in arima() has been changed and in some examples avoids a local maximum.
(PR#15396)

• termplot() now has an argument transform.x to control the display of individual
terms in the plot. (PR#15329)

• format() now supports digits = 0, to display nsmall decimal places.

• There is a new read-only par() parameter called "page", which returns a logical value
indicating whether the next plot.new() call will start a new page.

• Processing Sweave and Rd documents to PDF now renders backticks and single quotes
better in several instances, including in ‘\code’ and ‘\samp’ expressions.

• utils::modifyList() gets a new argument keep.null allowing NULL components in
the replacement to be retained, instead of causing corresponding components to be
deleted.

• tools::pkgVignettes() gains argument check; if set to TRUE, it will warn when it
appears a vignette requests a non-existent vignette engine.

UTILITIES

• R CMD check --as-cran checks the line widths in usage and examples sections of the
package Rd files.

• R CMD check --as-cran now implies ‘--timings’.

• R CMD check looks for command gfile if a suitable file is not found. (Although file
is not from GNU, OpenCSW on Solaris installs it as gfile.)

• R CMD build (with the internal tar) checks the permissions of ‘configure’ and ‘cleanup’
files and adds execute permission to the recorded permissions for these files if needed,
with a warning. This is useful on OSes and file systems which do not support execute
permissions (notably, on Windows).

• R CMD build now weaves and tangles all vignettes, so suggested packages are not
required during package installation if the source tarball was prepared with current R
CMD build.

• checkFF() (used by R CMD check) does a better job of detecting calls from other
packages, including not reporting those where a function has been copied from another
namespace (e.g. as a default method). It now reports calls where .NAME is a symbol
registered in another package.

• On Unix-alike systems, R CMD INSTALL now installs packages group writably whenever
the library (lib.loc) is group writable. Hence, update.packages() works for other
group members (suggested originally and from a patch by Dirk Eddelbuettel).
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• R CMD javareconf now supports the use of symbolic links for JAVA_HOME on platforms
which have realpath. So it is now possible to use

R CMD javareconf JAVA_HOME=/usr/lib/jvm/java-1.7.0

on a Linux system and record that value rather than the frequently-changing full path
such as ‘/usr/lib/jvm/java-1.7.0-openjdk-1.7.0.25.x86_64’.

• (Windows only.) Rscript -e requires a non-empty argument for consistency with
Unix versions of R. (Also Rterm -e and R -e.)

• R CMD check does more thorough checking of declared packages and namespaces. It
reports

– packages declared in more than one of the ‘Depends’, ‘Imports’, ‘Suggests’ and
‘Enhances’ fields of the ‘DESCRIPTION’ file.

– namespaces declared in ‘Imports’ but not imported from, neither in the
‘NAMESPACE’ file nor using the :: nor ::: operators.

– packages which are used in library() or requires() calls in the R code but were
already put on the search path via ‘Depends’.

– packages declared in ‘Depends’ not imported via the ‘NAMESPACE’ file (except the
standard packages). Objects used from ‘Depends’ packages should be imported
to avoid conflicts and to allow correct operation when the namespace is loaded
but not attached.

– objects imported via ::: calls where :: would do.

– objects imported by :: which are not exported.

– objects imported by ::: calls which do not exist.

See ‘Writing R Extensions’ for good practice.

• R CMD check optionally checks for non-standard top-level files and directories (which
are often mistakes): this is enabled for ‘--as-cran’.

• LaTeX style file upquote.sty is no longer included (the version was several years
old): it is no longer used in R. A much later version is commonly included in LaTeX
distributions but does not play well with the ae fonts which are the default for Sweave
vignettes.

• R CMD build makes more use of the ‘build’ sub-directory of package sources, for
example to record information about the vignettes.

• R CMD check analyses ::: calls.

INSTALLATION and INCLUDED SOFTWARE

• The macros used for the texinfo manuals have been changed to work better with the
incompatible changes made in texinfo 5.x.

• The minimum version for a system xz library is now 5.0.3 (was 4.999). This is in part
to avoid 5.0.2, which can compress in ways other versions cannot decompress.

• The included version of PCRE has been updated to 8.33.

• The included version of zlib has been updated to 1.2.8, a bug-fix release.

• The included version of xz utils’s liblzma has been updated to 5.0.5.

• Since javareconf (see above) is used when R is installed, a stable link for JAVA_HOME
can be supplied then.
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• Configuring with ‘--disable-byte-compilation’ will override the ‘DESCRIPTION’
files of recommended packages, which typically require byte-compilation.

• More of the installation and checking process will work even when TMPDIR is set to a
path containing spaces, but this is not recommended and external software (such as
texi2dvi) may fail.

PACKAGE INSTALLATION

• Installation is aborted immediately if a LinkingTo package is not installed.

• R CMD INSTALL has a new option --no-byte-compile which will override a
‘ByteCompile’ field in the package’s ‘DESCRIPTION’ file.

• License ‘BSD’ is deprecated: use ‘BSD_3_clause’ or ‘BSD_2_clause’ instead.

License ‘X11’ is deprecated: use ‘MIT’ or ‘BSD_2_clause’ instead.

• Version requirements for LinkingTo packages are now recognized: they are checked
at installation. (Fields with version requirements were previously silently ignored.)

• The limit of 500 S3method entries in a NAMESPACE file has been removed.

• The default ‘version’ of Bioconductor for its packages has been changed to the upcom-
ing ‘2.13’, but this can be set by the environment variable R_BIOC_VERSION, e.g. in file
‘Renviron.site’.

C-LEVEL FACILITIES

• ‘Rdefines.h’ has been tweaked so it can be included in C++ code after ‘R_ext/Boolean.h’
(which is included by ‘R.h’).

Note that ‘Rdefines.h’ is not kept up-to-date, and ‘Rinternals.h’ is preferred for new
code.

• eval and applyClosure are now protected against package code supplying an invalid
rho.

DEPRECATED AND DEFUNCT

• The unused namespace argument to package.skeleton() is now formally deprecated
and will be removed in R 3.1.0.

• plclust() is deprecated: use the plot() method for class "hclust" instead.

• Functions readNEWS() and checkNEWS() in package tools are deprecated (and they
have not worked with current ‘NEWS’ files for a long time).

DOCUMENTATION

• ‘An Introduction to R’ has a new chapter on using R as a scripting language including
interacting with the OS.

BUG FIXES

• help.request() could not determine the current version of R on CRAN. (PR#15241)

• On Windows, file.info() failed on root directories unless the path was terminated
with an explicit ".". (PR#15302)

• The regmatches<-() replacement function mishandled results coming from regexpr().
(PR#15311)
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• The help for setClass() and representation() still suggested the deprecated argu-
ment representation=. (PR#15312)

• R CMD config failed in an installed build of R 3.0.1 (only) when a sub-architecture was
used. (Reported by Berwin Turlach.)

• On Windows, the installer modified the ‘etc/Rconsole’ and ‘etc/Rprofile.site’ files even
when default options were chosen, so the MD5 sums did not refer to the installed
versions. (Reported by Tal Galili.)

• plot(hclust(),cex =) respects cex again (and possibly others similarly). (Reported
by Peter Langfelder.)

• If multiple packages were checked by R CMD check, and one was written for a different
OS, it would set --no-install for all following packages as well as itself.

• qr.coef() and related functions did not properly coerce real vectors to complex when
necessary. (PR#15332)

• ftable(a) now fixes up empty dimnames such that the result is printable.

• package.skeleton() was not starting its search for function objects in the correct place
if environment was supplied. (Reported by Karl Forner.)

• Parsing code was changing the length field of vectors and confusing the memory
manager. (PR#15345)

• The Fortran routine ZHER2K in the reference BLAS had a comment-out bug in two
places. This caused trouble with eigen() for Hermitian matrices. (PR#15345 and
report from Robin Hankin)

• vignette() and browseVignettes() did not display non-Sweave vignettes properly.

• Two warning/error messages have been corrected: the (optional) warning produced
by a partial name match with a pairlist, the error message from a zero-length argument
to the : operator. (Found by Radford Neal; PR#15358, PR#15356)

• svd() returned NULL rather than omitting components as documented. (Found by
Radford Neal; PR#15360)

• mclapply() and mcparallel() with silent = TRUE could break a process that uses
stdout output unguarded against broken pipes (e.g., zip will fail silently). To work
around such issues, they now replace stdout with a descriptor pointed to ‘/dev/null’
instead. For this purpose, internal closeStdout and closeStderr functions have
gained the to.null flag.

• log(), signif() and round() now raise an error if a single named argument is not
named x. (PR#15361)

• deparse() now deparses raw vectors in a form that is syntactically correct. (PR#15369)

• The jpeg driver in Sweave created a JPEG file, but gave it a ‘.png’ extension. (PR#15370)

• Deparsing of infix operators with named arguments is improved. (PR#15350)

• mget(), seq.int() and numericDeriv() did not duplicate arguments properly.
(PR#15352, PR#15353, PR#15354)

• kmeans(algorithm = "Hartigan-Wong") now always stops iterating in the QTran
stage. (PR#15364).

• read.dcf() re-allocated incorrectly and so could segfault when called on a file with
lines of more than 100 bytes.
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• On systems where mktime() does not set errno, the last second before the epoch could
not be converted from POSIXlt to POSIXct. (Reported by Bill Dunlap.)

• add1.glm() miscalculated F-statistics when df > 1. (Bill Dunlap, PR#15386).

• stem() now discards infinite inputs rather than hanging. (PR#15376)

• The parser now enforces C99 syntax for floating point hexadecimal constants
(e.g. 0x1.1p0), rather than returning unintended values for malformed constants.
(PR#15234)

• model.matrix() now works with very long LHS names (more than 500 bytes).
(PR#15377)

• integrate() reverts to the pre-2.12.0 behaviour: from 2.12.0 to 3.0.1 it sometimes failed
to achieve the requested tolerance and reported error estimates that were exceeded.
(PR#15219)

• strptime() now handles ‘%W’ fields with value 0. (PR#15915)

• R is now better protected against people trying to interact with the console in startup
code. (PR#15325)

• Subsetting 1D arrays often lost dimnames (PR#15301).

• Unary + on a logical vector did not coerce to integer, although unary - did.

• na.omit() and na.exclude() added a row to a zero-row data frame. (PR#15399)

• All the (where necessary cut-down) vignettes are installed if R was configured with
‘--without-recommended-packages’.

• source() did not display filenames when reporting syntax errors.

• Syntax error reports misplaced the caret pointing out the bad token.

• (Windows only) Starting R with R (instead of Rterm or Rgui) would lose any zero-length
strings from the command line arguments. (PR#15406)

• Errors in the encoding specified on the command line via --encoding=foo were not
handled properly. (PR#15405)

• If x is a symbol, is.vector(x,"name") now returns TRUE, since "name" and "symbol"
should be synonyms. (Reported by Hervé Pagès.)

• R CMD rtags works on platforms (such as OS X) with a XSI-conformant shell command
echo. (PR#15231)

• is.unsorted(NA) returns false as documented (rather than NA).

• R CMD LINK did not know about sub-architectures.

• system() and system2() are better protected against users who misguidedly have
spaces in the temporary directory path.

• file.show() and edit() are now more likely to work on file paths containing spaces.
(Where external utilities are used, not the norm on Windows nor in R.app which
should previously have worked.)

• Packages using the methods package are more likely to work when they import it but
it is not attached. (Several parts of its C code were looking for its R functions on the
search path rather than in its namespace.)

• lgamma(-x) is no longer NaN for very small x.
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• (Windows) system2() now respects specifying stdout and stderr as files if called
from Rgui. (PR#15393)

• Closing an x11() device whilst locator() or identify() is in progress no longer
hangs R. (PR#15253)

• list.dirs(full.names = FALSE) was not implemented. (PR#15170)

• format() sometimes added unnecessary spaces. (PR#15411)

• all.equal(check.names = FALSE) would ignore the request to ignore the names and
would check them as attributes.

• The symbol set by tools::Rd2txt_options(itemBullet=) was not respected in some
locales. (PR#15435)

• mcMap() was not exported by package parallel. (PR#15439)

• plot() for TukeyHSD objects did not balance dev.hold() and dev.flush() calls on
multi-page plots. (PR#15449)
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