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**Abstract** The progressive illness-death model is frequently used in medical applications. For example, the model may be used to describe the disease process in cancer studies. We have developed a new R package called *idmTPreg* to estimate regression coefficients in datasets that can be described by the progressive illness-death model. The motivation for the development of the package is a recent contribution that enables the estimation of possibly time-varying covariate effects on the transition probabilities for a progressive illness-death data. The main feature of the package is that it benefits both non-Markov and Markov progressive illness-death data. The package implements the introduced estimators obtained using a direct binomial regression approach. Also, variance estimates and confidence bands are implemented in the package. This article presents guidelines for the use of the package.

**Introduction**

In a classical survival study, patients start from an initial state "alive" and are followed up until the end of the study. They make a transition to the absorbing state "dead", unless they drop out of the study. In many medical studies, state "alive" includes two or more transient states. For example, in the illness trajectory of a cancer, a particular stage of the illness as a transient state is usually observed over time (e.g. cancer recurrence). Multi-state models are particularly useful for modeling the overall process of survival Hougaard (2000), Andersen and Keiding (2002). A multi-state model is a model for a continuous-time stochastic process allowing individuals to move among a finite number of states. A transition from one state to another one is the occurrence of one event of interest. The progressive illness-death model depicted in Figure 1 is a three-state multi-state model used in the medical literature to describe disease progression (Meira-Machado et al., 2008). It consists of three states: "Healthy" (state 1), "Diseased" (state 2) and "Dead" (state 3). All patients start in healthy state, then each patient can either have a transition directly to the dead state or they can be diseased before moving to the dead state. That means, the trajectory for a patient will be 1 −→ 3 or 1 −→ 2 −→ 3, but the entire trajectory might not be observed due to censoring.

Often, in the presence of censoring, estimating the effect of a set of prognostic factors on the course of the disease is an important target for the progressive illness-death model. The effect of prognostic factors for the Markov progressive illness-death model is generally modeled by Aalen’s additive model, Aalen et al. (2001). According to their model, the effects on transition intensities are estimated and, from them, the effects on transition probabilities (therefore, the conditional transition probabilities) can be calculated by solving the so-called forward Kolmogorov differential equation. But the violation of Markov condition does not allow such a calculation. To this end, Meira-Machado’s approach (Meira-Machado et al., 2014) based on kernel smoothing is an alternative to the Aalen model. The method considers the nonparametric estimation of conditional transition probabilities in a non-Markov illness-death Model that allows only conditioning on continuous covariates in low dimension. Azarang et al. (2017) proposed the direct binomial regression method for the transition probabilities in the right-censored progressive illness-death model. By applying this method, one can estimate the possibly time-varying regression coefficients as covariate effects on the transition probabilities. The method does not require the Markov assumption and has no restriction on the dimension of covariates. In addition, it can be applied for both continuous and categorical covariates. Based on this method, we have developed a software package in R, called *idmTPreg* (available from the Comprehensive R Archive Network at https://cran.r-project.org/web/packages/idmTPreg/). The progressive illness-death model illustrated in Figure 1 is the only progressive disease model supported by the *idmTPreg* package.

Furthermore, several packages to analyse multi-state survival data like the progressive illness-death data are available on the Comprehensive R Archive Network (CRAN). For example, the *mstate* de Wreede et al. (2010), provides estimation of the transition probabilities possibly depending on covariates, the implemented technique assumes proportional transition intensities. The package can be applied to right censored and left truncated multi-state data. The *msm* package Jackson (2011), in terms of covariates, can be used to obtain conditional transition probabilities in continuous-time Markov and hidden-Markov multistate models for longitudinal data. In the *p3state.msm* package Meira-Machado and Roca-Pardiñas (2011), estimates of regression parameters can be obtained by assuming that each transition may be specified by a Cox-type model. To this end, one of the three possible options for the model can be chosen; TDCM, CMM or CSMM. TDCM (time dependent
Cox model) associates a time dependent covariate with the occurrence of disease, in CMM (Cox Markov model) it is assumed that the future is independent of the past given the present state, and the CSMM model (Cox semi-Markov model) emphasizes the importance of time spent in the current state, Survival.

This paper describes `idmTPreg` package and its capabilities through the following sections. In the next section, we outline the methodology of the direct modeling approach in the progressive illness-death model, the detailed mathematics underlying the package have been discussed in our previous paper. Then, we describe the package in full detail, and demonstrate how to apply the functions provided by the package through the analysis of a real dataset. Ultimately, the last section gives a summary of the work.

An overview of the methodology

In this section we briefly review the methodological background behind the `idmTPreg` package. As mentioned before, the progressive illness-death model presents two transient states (state 1 and state 2) and an absorbing state (state 3). The three possible transitions are shown by forward arrows in Figure 1. We assume here that recovery (transition from 2 to 1) is not possible. Five different transition probabilities of the model are:

- \( p_{12}(s,t) \)
- \( p_{13}(s,t) \)
- \( p_{22}(s,t) \)
- \( p_{23}(s,t) \)
- \( p_{33}(s,t) \)

These probabilities are functions of time-independent covariates. In order to correct for estimation bias due to censoring, we update the censoring indicator of \( Z \) to \( \tilde{Z} \) and update the censoring time of the model. The observed information is defined as:

\[
E_{s}(s,t) = \Pr(\text{patient is at state } s \text{ at time } t | \text{ patient was at state } s \text{ at time } s.)
\]

Likewise, in the presence of covariates \( (X) \) the conditional transition probabilities denoted by \( p_{kl}(s,t|X) \) are defined. Let \( Z \) be the sojourn time in state 1, \( T \) be the total survival time, and \( C \) be the censoring time of the model. The observed information is \((Z,\Delta_1,\Delta,\bar{X})\), where \( \Delta_1 \) and \( \Delta \) are the censoring indicator of \( Z \) and \( T \) respectively; \( \bar{Z} = min(Z,C) \) and \( \bar{T} = min(T,C) \); and \( \bar{X} \) is the vector of time-independent covariates. In order to correct for estimation bias due to censoring, we update \( \Delta_1 \) and \( \Delta \) with time \( t \) and define \( \Delta_1^t \) and \( \Delta^t \) as follows:

\[
\Delta_1^t = \begin{cases} \Delta & \text{if } \bar{T} \leq t \\ 1 & \text{if } \bar{T} > t \end{cases}
\]

and

\[
\Delta^t = \begin{cases} \Delta & \text{if } \tilde{Z} \leq t \\ 1 & \text{if } \tilde{Z} > t \end{cases}
\]

Azarang et al. (2017) introduced regression modeling to estimate the possibly time-varying coefficients for the conditional transition probabilities \( p_{kl}(s,t|X) \), \( k = 1,2; l = 1,2,3; k \leq l \) in the progressive illness-death model via defining binomial time-varying response variables \( Y_{kl}(t)'s \), and time-varying random weights \( W_{kl}(t) \) (depending on transition from \( k \) to \( l \) the weights are either a function of \( \Delta_1^t \) or a function of \( \Delta^t \) and are estimated by \( \tilde{W}_{kl}(t) \), see Azarang et al. (2017) for more details). The response variable for each transition probability are well defined so that:

\[
p_{kl}(s,t|X) = E_s[W_{kl}(t)Y_{kl}(t)|X] \quad k = 1,2; \quad l = 1,2,3; \quad k \leq l,
\]

where \( E_s \) for \( k = 1 \) is the expectation value conditioned on the event of being observed at the initial
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**Figure 1:** Progressive illness-death model.
state by a given time \( s \) \((Z > s)\) and for \( k = 2 \) it is the expectation value conditioned on being observed at the intermediate state by time \( s \) \((Z \leq s < T)\). Then for a fixed time \( s \), the linear predictor \( X \beta^{(s)}_k(t) \) is linked to the transition probability \( p_{kl}(s,t|X) \) via an allowable link function for the binomial family. Without the loss of generality, we consider logit link function:

\[
 p_{kl}(s,t|X) = \frac{\exp(X \beta^{(s)}_k(t))}{1 + \exp(X \beta^{(s)}_k(t))}.
\]

As mentioned before, we consider \( s \) to be fixed and \( t \in [a,T] \), where \( t \) is the last event time point, and \( p_{kl}(s,a|X) > 0 \). Then, \( \hat{\beta}^{(s)}_k(t) \), which is a vector of possibly time-varying coefficients, can be estimated by solving the following score equations:

\[
 \sum_{k_i} \frac{\partial p_{kl}(s,t|X)}{\partial \beta^{(s)}_k(t)} \hat{W}_{kl}(t)|Y_{kl}(t) - p_{kl}(s,t|X_i)| \equiv 0,
\]

where \( l_1 = \{i : \hat{T}_i > s\} \) and \( l_2 = \{i : \hat{T}_i \leq s < \hat{T}_i\} \). Note that the expected value of the above score functions equals zero. Since the estimates of the coefficients, \( \hat{\beta}^{(s)}_k(t) \), are piecewise constant between the jump times of \( Y_{kl} \) (that are the jump times of \( W_{kl} \) too) we can fit the standard approach for generalised linear models at each jump time of the corresponding response variable. Therefore, for each \( t \) between \( a \) and \( \tau \), \( \hat{\beta}^{(s)}_k(t) \) are given.

### Package description

The idmTPreg package provides estimates of the coefficients on transition probabilities for a progressive illness-death dataset. The package consists of 6 user-visible functions described in Table 1. In addition, there is an invisible function called mod.glm.fit that is contained inside the main function to fit generalized linear type models. This function is a modified version of glm.fit available in the R Stats Package. The modification was done to give special weights to the binary responses discussed in the previous section. The modified function mod.glm.fit gives the estimated vector of coefficients. Also, the call to mod.glm.fit has been programmed in parallel to obtain 95% pointwise bootstrap confidence bands. The number of cores for parallel execution is set to the number of CPU cores on the current host by default unless it is specified by the user. Then, registerDoParallel of the doParallel package is used to register the parallel backend. The parallel computation is performed by the foreach function of foreach package.

The main function, intended to be called by the user, is TPreg(). The data frame to be passed into the main function of the package, other than covariates, must contain \( \hat{Z}, \hat{T}, \delta_1 \), and \( \delta \) variables (denoted by \( \hat{Z}, \hat{T}, \delta_1 \), and \( \delta \) in the previous section). Assessing these variables for a non-statistician might be challenging, so iidata function is used to convert simple records of progressive illness-death data to the proper format. To this end, one may ask clinicians to give them the total survival time (Stime), the indicator of uncensored total survival time (Sind), the arrival time to the diseased state (Iltime), the indicator of visiting diseased state (Ilind) and a vector of covariates (cov). By convention for patients who have not been diseased (Ilind=0), their arrival time to the diseased state is recorded equal to their total survival time.

### Example of application

To illustrate our method with the capability of our package, we consider the colon cancer dataset which is freely available as a part of the survival package. In this study, from 929 patients who had curative-intent resections of stage III colon cancer, 315 were randomly assigned to observation only, 310 to levamisole alone (Lev), and 304 to levamisole plus fluorouracil (Lev+5FU). See Moertel et al. (1990) for details. By the end of the study, 477 patients remained alive, 468 developed a recurrence, and 452 died and among these, 38 died without recurrence. The possible events for a patient may be described by the progressive illness-death model with states 1, 2 and 3 corresponding to “Alive and disease-free”, “Alive with recurrence”, and “Dead” respectively. A subset of colon cancer dataset called colonTPreg is available in the idmTPreg package, but just three risk factors were included in the dataset: Age (in years) and Nodes (number of lymph nodes with detectable cancer), and treatment. We use the colonTPreg dataset to demonstrate the functionality of the package.

```r
> library(idmTPreg)
> data(colonTPreg)
> head(colonTPreg)
```
Function Description

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPreg</td>
<td>Fits the semi-parametric regression model to estimate the effects on transition probabilities for a sequence of time.</td>
</tr>
<tr>
<td>summary</td>
<td>Gives details about the estimated effects of pre-specified transition probabilities for a sequence from a given $s$ to a given $t$.</td>
</tr>
<tr>
<td>plot</td>
<td>Makes a plot for the estimated effect of pre-specified transition probabilities along time, from time $s$ to time $t$.</td>
</tr>
<tr>
<td>print</td>
<td>Provides the details about the estimated effects of pre-specified transition probabilities for given $s$ and $t$.</td>
</tr>
<tr>
<td>iddata</td>
<td>Converts a raw illness-death data to a data frame which can be passed into TPreg function (described before).</td>
</tr>
</tbody>
</table>

Table 1: Functions and summary of their descriptions in the idmTPreg package.

<table>
<thead>
<tr>
<th>id</th>
<th>Zt</th>
<th>Tt</th>
<th>delta1</th>
<th>delta</th>
<th>Nodes</th>
<th>Age</th>
<th>treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>968</td>
<td>1521</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>43</td>
<td>Lev+5FU</td>
</tr>
<tr>
<td>2</td>
<td>3087</td>
<td>3087</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>63</td>
<td>Lev+5FU</td>
</tr>
<tr>
<td>3</td>
<td>542</td>
<td>963</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>71</td>
<td>Obs</td>
</tr>
<tr>
<td>4</td>
<td>245</td>
<td>293</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>66</td>
<td>Lev+5FU</td>
</tr>
<tr>
<td>5</td>
<td>523</td>
<td>659</td>
<td>1</td>
<td>1</td>
<td>22</td>
<td>69</td>
<td>Obs</td>
</tr>
<tr>
<td>6</td>
<td>904</td>
<td>1767</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>57</td>
<td>Lev+5FU</td>
</tr>
</tbody>
</table>

Each row in the data corresponds to a single individual. The columns $Z_t$ and $T_t$ are time variables, measured in days. For instance, patient 1 experienced a recurrence after 968 days (transition from state 1 to state 2), and died after 1521 days. Patient 2 was censored after 3087 days without having the recurrence. These data have a suitable format for the analysis.

Estimates for the effect of covariates on transition probabilities are obtained using function TPreg(). The first argument of this function is an object of class “formula” which specifies the covariates on the right-hand side of the $\sim$ operator, that are separated by + operators. The left side of the $\sim$ operator is left empty because the time-dependent binary responses corresponding to each transition are defined in the main function. The data argument must be a data frame of “iddata” class or a data frame similar to colonTPreg format described previously. The link argument is a suitable link function for binomial family (logit, probit and cauchit). Argument $s$ is the current time for the transition probabilities; default is zero which reports the occupation probabilities. Argument $t$ is the Future time for the transition probabilities; default is NULL which is the largest uncensored sojourn time in the initial state. The $R$ argument specifies the number of bootstrap replicates, default is 199. The argument trans indicates the possible transition(s) for a progressive illness-death model. The output is an object of class “TPreg”. This object has its own print(), summary() and plot() methods.

We apply the method described in the previous section to estimate the effect of the risk factors on transition “Alive and disease-free” $\rightarrow$ “Dead”. To see the result for each time of the sequence from time $s = 0$ to 7 years with the default increment, we use the following input command:

```r
> co13 <- TPreg(~ Age + Nodes + treatment, colonTPreg,
+ link = "logit", s = 0, R = 99,
+ t = 365.24*7, trans = "13")
> co13
```
Call: TPreg(formula = ~Age + Nodes + treatment, data = colonTPreg, link = "logit", s = 0, t = 365.24 * 7, R = 99, trans = "13")

Transition: [1] "13"

(s,t):
[1] 0.00 2556.68

Coefficients:

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>St.Err</th>
<th>LW.L</th>
<th>UP.L</th>
<th>P.value</th>
</tr>
</thead>
<tbody>
<tr>
<td>X.Intercept.</td>
<td>-1.5899472</td>
<td>0.588179192</td>
<td>-2.742778368</td>
<td>-0.43711594</td>
<td>6.868283e-03</td>
</tr>
<tr>
<td>Age</td>
<td>0.0162786</td>
<td>0.008990345</td>
<td>-0.001342478</td>
<td>0.03389967</td>
<td>0.019108e-02</td>
</tr>
<tr>
<td>Nodes</td>
<td>0.2773286</td>
<td>0.066204572</td>
<td>0.147567677</td>
<td>0.40708960</td>
<td>2.802296e-05</td>
</tr>
<tr>
<td>treatmentLev</td>
<td>-0.2360843</td>
<td>0.209801808</td>
<td>-0.647295861</td>
<td>0.17512722</td>
<td>2.604733e-01</td>
</tr>
<tr>
<td>treatmentLev.5FU</td>
<td>-0.6222765</td>
<td>0.281455569</td>
<td>-1.173929431</td>
<td>-0.07062360</td>
<td>2.704119e-02</td>
</tr>
</tbody>
</table>

[1] "18 observations deleted due to missingness from 'data'"

The print() method returns the results for \( s=0 \) and \( t=2556.68 \) days; and provides 95% pointwise bootstrap confidence bands based on nonparametric resampling and normal method (normal approximation of two-sided nonparametric confidence interval). Then, using the summary() function one can obtain estimated values at each specified time between \( s=0 \) and \( t=2556.68 \). The estimates between the jump times of \( Y_{13} \) in the time interval \([s,t]\) are piecewise constant, and one can choose a vector of times from the jump times via argument by. Then, at the selected times the values are estimated. This argument gives the increment of the sequence from time \( s \) to time \( t \). The default is \( \lceil \max(\tilde{Z}) - \min(\tilde{Z}) \rceil_{q_{0.01}(\tilde{Z})} \), where \( q_{0.01}(\cdot) \) is the sample quantile corresponding to 0.01 probability and \( \lceil x \rceil \) gives the largest integer less than or equal to \( x \).

\[
\text{> summary(co13)}
\]

Call: TPreg(formula = ~Age + Nodes + treatment, data = colonTPreg, link = "logit", s = 0, t = 365.24 * 7, R = 99, trans = "13")

(s,t):
[1] 0.00 2556.68

Transition 13 :

Coefficients:

<table>
<thead>
<tr>
<th></th>
<th>time</th>
<th>X.Intercept.</th>
<th>Age</th>
<th>Nodes</th>
<th>treatmentLev</th>
<th>treatmentLev.5FU</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23.00</td>
<td>-28.325534</td>
<td>-0.024555212</td>
<td>-0.03918837</td>
<td>3.388159555</td>
<td>24.27533991</td>
</tr>
<tr>
<td>2</td>
<td>402.00</td>
<td>-4.092865</td>
<td>0.025096305</td>
<td>0.08050421</td>
<td>0.156140164</td>
<td>-0.07222873</td>
</tr>
<tr>
<td>3</td>
<td>659.00</td>
<td>-2.220785</td>
<td>0.003369437</td>
<td>0.16278647</td>
<td>0.001584098</td>
<td>-0.22781061</td>
</tr>
<tr>
<td>4</td>
<td>938.00</td>
<td>-2.003750</td>
<td>0.012843328</td>
<td>0.20271435</td>
<td>0.068328191</td>
<td>-0.54960487</td>
</tr>
<tr>
<td>5</td>
<td>1313.00</td>
<td>-1.599525</td>
<td>0.008580928</td>
<td>0.2071435</td>
<td>0.068328191</td>
<td>-0.54960487</td>
</tr>
<tr>
<td>6</td>
<td>1891.00</td>
<td>-1.438688</td>
<td>0.009633383</td>
<td>0.24205416</td>
<td>-0.035327744</td>
<td>-0.48638357</td>
</tr>
<tr>
<td>7</td>
<td>2122.00</td>
<td>-1.623667</td>
<td>0.013412336</td>
<td>0.25594531</td>
<td>-0.124328431</td>
<td>-0.52617865</td>
</tr>
<tr>
<td>8</td>
<td>2221.00</td>
<td>-1.296856</td>
<td>0.010083838</td>
<td>0.2530688</td>
<td>-0.202232077</td>
<td>-0.59947602</td>
</tr>
<tr>
<td>9</td>
<td>2385.00</td>
<td>-1.488674</td>
<td>0.014490552</td>
<td>0.26120609</td>
<td>-0.295496733</td>
<td>-0.67206843</td>
</tr>
<tr>
<td>10</td>
<td>2556.68</td>
<td>-1.589947</td>
<td>0.016278598</td>
<td>0.27732864</td>
<td>-0.236084318</td>
<td>-0.62227652</td>
</tr>
</tbody>
</table>

Standard Errors:

<table>
<thead>
<tr>
<th></th>
<th>time</th>
<th>X.Intercept.</th>
<th>Age</th>
<th>Nodes</th>
<th>treatmentLev</th>
<th>treatmentLev.5FU</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23.00</td>
<td>6951.8911865</td>
<td>0.012738568</td>
<td>0.02106333</td>
<td>6951.7974079</td>
<td>7332.128125</td>
</tr>
<tr>
<td>2</td>
<td>402.00</td>
<td>0.7536143</td>
<td>0.012812950</td>
<td>0.02989636</td>
<td>0.3390878</td>
<td>0.3389652</td>
</tr>
<tr>
<td>3</td>
<td>659.00</td>
<td>0.5991375</td>
<td>0.009148785</td>
<td>0.03054517</td>
<td>0.2120707</td>
<td>0.2345916</td>
</tr>
<tr>
<td>4</td>
<td>938.00</td>
<td>0.4703039</td>
<td>0.006894272</td>
<td>0.03200788</td>
<td>0.1997101</td>
<td>0.2108372</td>
</tr>
<tr>
<td>5</td>
<td>1313.00</td>
<td>0.4797216</td>
<td>0.007066202</td>
<td>0.03454175</td>
<td>0.1738082</td>
<td>0.1684948</td>
</tr>
<tr>
<td>6</td>
<td>1891.00</td>
<td>0.4183546</td>
<td>0.006680265</td>
<td>0.03836143</td>
<td>0.1509584</td>
<td>0.1735455</td>
</tr>
<tr>
<td>7</td>
<td>2122.00</td>
<td>0.5117859</td>
<td>0.007842709</td>
<td>0.03600325</td>
<td>0.1715612</td>
<td>0.2003901</td>
</tr>
<tr>
<td>8</td>
<td>2221.00</td>
<td>0.4941523</td>
<td>0.007429709</td>
<td>0.03879966</td>
<td>0.2166193</td>
<td>0.1933320</td>
</tr>
</tbody>
</table>
The plot() method is used to plot estimated regression coefficients with 95% confidence bands to visualize possible time-varying effects of covariates along time. Argument covar of plot.Tpreg() function indicates the covariates for which their effects are to be plotted. The argument rug (TRUE by default) adds a rug representation of times between times and time $t$. And argument Ylim gives the list of limits for the y axes.

> plot(co13, covar = c("Age", "Nodes", "treatmentLev", "treatmentLev.5FU"),
  Ylim = list(c(-0.1,0.1), c(-0.5,0.5), c(-2,2), c(-2,2)))

Figure 2 shows the plot corresponding the adjusted effects of Age, Nodes, Lev and Lev+5FU on transition probability $p_{13}$. The covariate age, shows no significant effect of age on $p_{13}$ along time. The increasing number of nodes with detectable cancer significantly increases the probability of dying steadily over time. As for the effect of treatment, after 1000 days the Lev+5FU decreases the transition probability to the death state (in the long run), while no effect of Lev on $p_{13}$ is appreciated. By setting trans = all inside TReg() function, plot() simultaneously displays the effect of prespecified covariate(s) on all transition probabilities.

We set by=1 and trans=11 to calculate all regression results on transition probability $p_{11}$ for all times between 0 and 7 years. Compared with a larger by, by=1 results in a longer time for R to run the code.
Figure 2: Estimated effects of the Age (upper left corner), Nodes (upper right corner), Lev (lower left corner), and Lev+5FU (lower right corner) on the probability of transition from “Alive and disease-free” to “Dead” along time.

```r
> co11 <- TPreg( ~ Age + Nodes + treatment, colonTPreg, link = "logit", s = 0, R = 199, by = 1, t = 365.24*7, trans = "11")
> co11

Call:
TPreg(formula = ~Age + Nodes + treatment, data = colonTPreg, link = "logit", s = 0, t = 365.24 * 7, R = 199, by = 1, trans = "11")

Transition:
[1] "11"

(s,t):
[1] 0.00 2556.68

Coefficients:
          Estimate     St.Err   LW.L   UP.L   P.value
X.Intercept.  0.9091569 0.58535718  -0.2381432  2.05645698  0.120383466
Age         -0.0092834 0.00909099  -0.0271018  0.00853491  0.307174695
Nodes       -0.2602312 0.06810366  -0.3937144  -0.12674806  0.000132855
 treatmentLev  0.0997058 0.27962862  -0.4483663  0.64773493  0.721417365
treatmentLev.5FU  0.7437339 0.25384996  0.24618799  1.24127982  0.003391617

[1] "18 observations deleted due to missingness from 'data'"
```

The rugs on x axis are all jump times of the response variable corresponding to transition (i.e. $Y_{11}(t)$). As mentioned in the second section, the estimates of the coefficients are piecewise constant between the jump times. Therefore, Figure 3 depicts all the estimates, for every time between 0 and 7 years. From the figure, we see that the number of nodes significantly reduces the probability of consistently staying healthy and treatment Lev+5FU significantly increases this probability at each time point.
Summary

This paper describes the implementation of a flexible method in R for fitting a regression model to possibly non-Markov progressive illness-death data. The `idmTPreg` package offers the user the opportunity to estimate possibly time-varying effect of covariates on the transition probabilities for the progressive illness-death model. We have explained the use of the `idmTPreg` package by applying the method to a colon cancer dataset. The results in this paper were obtained using R 3.4.2. In a future version of the package, we plan to implement a similar method to estimate coefficients on net survivals for a progressive illness-death in a relative survival setting.
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