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Editorial

by Michael Lawrence

On behalf of the editorial board, I am pleased to publish Volume 8, Issue 1 of the R Journal.
This issue contains 27 contributed research articles. Each of them either presents an R
package, a specific extension of an R package or applications using R packages available
from the Comprehensive R Archive Network (CRAN, http:://CRAN.R-project.org). It
thus provides a small but current cross-section of the burgeoning R ecosystem.

Interest in developing graphical user interfaces and visualization tools on top of R,
and integrating R with the web, continues to grow, as evidenced by the articles on the
Social Network Analysis Survey Framework, a Shiny interface to the OpenMX modeling
software, and the mapmisc package for visualizing geographic data. This issue also includes
articles on R interfaces to cloud-based data resources (the sbtools package), and a system for
crowd-sourcing data preprocessing chores (the MTurkR package).

True to the roots of R, the bulk of this issue presents advancements in the field of applied
statistics, including the crch package for modeling censored and truncated data, new im-
provements in the mclust package for fitting Gaussian mixture models, the scmamp package
for comparing the performance of multiple algorithms, the rTableICC for randomly gener-
ating contingency tables, the clere package for variable clustering in high dimensions, the
FWDselect package for forward model selection, the metaplus package for analyzing robust
meta-analyses, the hiddenf package for exploring interaction effects in factorial studies, the
statmod package for calculating probabilities with the inverse Gaussian distribution, the
clustering.sc.dp package for clustering with sequential constraints and a review of R-based
methods for non-parametric testing of interactions in two-way factorial designs.

The diversity of the R ecosystem is such that packages are available for many highly
focused subfields. Examples in this issue include the stylo package for performing stylom-
etry studies, the CryptRndTest package for analyzing randomness in cryptography, the
quickpsy package for function fitting in psychometrics, SWMPr for analyzing estuary data,
FieldSim for simulating Gaussian fields (e.g., in image analysis), progenyClust for progeny
clustering, keyplayer for finding key players in social networks, DECIPHER for deciphering
biological sequence data, GMDH for short term forcasting with neural networks, and gstat
for spatio-temporal interpolation of geostatistics data.

Before the user can apply these tools, the data must first be imported into R and munged
into a shape that is amenable to analysis. We present several packages for importing and
munging data, namely: SchemaOnRead, a generalized data import framework supporting
numerous common file types, multiple packages for working with web logs (webreadr,
urltools, iptools and rgeolocate), and the genderizeR package for predicting gender from
first names.

In addition the News and Notes section contains the usual updates on CRAN and the
Bioconductor project.

I hope you enjoy the issue.

Michael Lawrence
Michael.Lawrence@r-project.org
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metaplus: An R Package for the Analysis
of Robust Meta-Analysis and

Meta-Regression
by Ken J. Beath

Abstract The metaplus package is described with examples of its use for fitting meta-analysis and
meta-regression. For either meta-analysis or meta-regression it is possible to fit one of three models:
standard normal random effect, t-distribution random effect or mixture of normal random effects. The
latter two models allow for robustness by allowing for a random effect distribution with heavier tails
than the normal distribution, and for both robust models the presence of outliers may be tested using
the parametric bootstrap. For the mixture of normal random effects model the outlier studies may be
identified through their posterior probability of membership in the outlier component of the mixture.
Plots allow the results of the different models to be compared. The package is demonstrated on three
examples: a meta-analysis with no outliers, a meta-analysis with an outlier and a meta-regression with
an outlier.

Introduction

Meta-analysis is a method of combining the results of different studies to produce one overall result
(Sutton et al., 2000). Meta-regression is an extension to meta-analysis which allows study-specific effect
sizes to change depending on study-specific covariates. For example there may be studies comparing
a drug to placebo, with varying doses of the drug used in the different studies. It is possible that the
effectiveness of the drug will vary with dose, in a linear or nonlinear relationship, and by including
this in the model the unexplained variation is reduced.

One of the difficulties in combining studies is that the differences between studies may be greater
than would be indicated by the variation within each study. This is allowed for by the random effect
model where the effect for each study has two components: an overall effect and a random component
specific to each study, with the random component traditionally assumed to have a normal distribution.
The model without a random effect is known as the fixed effect model, which is equivalent to a random
effect model with zero variance for the random effect.

One difficulty is that the assumption of a normally distributed random effect may be unrealistic,
with a particular violation that the tails are heavier than would be expected. While it has been shown
that results are robust to moderate violations of the normality assumption (Kontopantelis and Reeves,
2012), this does not apply to more extreme cases. One solution to this is to use an alternative to
the normal distribution for the random effect, for example the t-distribution, as described in Lee
and Thompson (2008) and Baker and Jackson (2008), the Laplace distribution (Demidenko, 2013,
Section 5.1.5), a non-parametric (Branscum and Hanson, 2008) or a semi-parametric (Burr and Doss,
2005) random effect distribution. This, however, does not identify which studies are unusual. A
traditional method of identifying outliers is through residual diagnostics and this has been applied
to meta-analysis by Viechtbauer and Cheung (2010). However, the effect of the outliers on the fitted
model may cause them to be masked (Atkinson, 1986). This occurs when the outliers affect the fitted
model to the extent that the unusual observations no longer appear unusual. A method to avoid this
is deletion of residuals, used in Viechtbauer and Cheung (2010), but this is only effective for single
outliers. It can be extended to allow multiple outliers but with the need to fit a large number of models.
A method to avoid the problem of multiple outliers is described by Gumedze and Jackson (2011). They
assume that studies are either normal or are outlier studies from a random effect distribution with
a higher variance. Only one study is assumed to be an outlier, with each study tested in turn, but
multiple outliers then allowed for using order statistics. Beath (2014) noted the similarity of this model
to a mixture model, which also allows for a more general fitting algorithm and a statistical test for the
presence of outliers and indication of which studies are outliers.

The purpose of the metaplus package (Beath et al., 2016) is to fit the two robust models with
random effects based on the t-distribution and the mixture of normals, as well as the standard normal
random effects model. It is not designed to replace a more general meta-analysis package, such as
metafor (Viechtbauer, 2010) but to provide additional specialised analyses. In producing forest plots,
it builds upon the functionality of the metafor package, allowing the various models to be compared.
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Models
The random effect meta-analysis model assumes that the observed treatment effect Y; for study i is
Yi=p+Ei+e,

where y is the overall mean for the studies, E; is a random effect with mean zero, and ¢; is a normally
distributed error with variance (Tiz for study i, where the within study variance U’iz is assumed to be

known.

An extension, known as meta-regression, to the random effect meta-analysis model is to include
covariates to explain the heterogeneity (Sutton et al., 2000, p. 51). Incorporating this into the meta-
analysis model we obtain

Y=p+ X p+E+e;,
where X; is a vector of covariate values for study i, and  is a vector of the corresponding
parameters.

In metaplus there are three available random effect distributions:

Normal: The probability density function for study i is

2
f (6l X, 7) = MXTﬁ)) |

1
B E———
/27 (02 + 12) ( 2 (o7 +12)

Robust t-distribution: This distribution was introduced as one of a number of distributions for
robust meta-analysis by Lee and Thompson (2008) and Baker and Jackson (2008). This approach
replaces the normal random effect distribution with a ¢-distribution. The degrees of freedom (v)
of the t-distribution control the heaviness of the tails, and are estimated from the data, using
v~ as the parameter for numerical advantages. The probability density function no longer has
a closed-form expression, requiring integration over the t-distribution random effect as

00 (V. — 1 —XTa _ )2
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where ¢ (7|7, v) is the density function of a scaled t-distribution with v degrees of freedom

¢ (nlev) = LD /2) () ﬁ) S
’ T/7vl (v/2) v12
Robust mixture: This assumes that a study can belong to one of two classes, where each class is a
standard random effect model with the same mean but different random effect variance, which
is higher for the outlier class (Beath, 2014). The robust meta-regression model takes the form

Yip = p+ X[ B+ Eqp + €,
where ¢ is as for the standard model, but E;; is now a random effect dependent on the class,
where k = 1,2 indexes the classes, with k = 1 corresponding to standard studies and k = 2
to outlier studies, with random effect variances le, 722 respectively, with the restriction that
72 > 72, and again zero mean. The probability density function becomes the weighted sum of
the probability density function for each class, with weights equal to the proportion of studies
in each class 711, 71 for the standard and outlier studies, respectively:

5 1/2 T2

1 1 1(Y;—u—X/B)

Y;| X;;u, 71, T2, 711, 7T :2 s —_— exp| -2~~~ t7/
f Yl X n, 1, 12, 01, 712) P k o <0_i2+Tk2> P( > U}z_._,[]g

with the constraints that 71 + 1 = land 0 < 71; < 1.

Profile likelihood based confidence intervals

A difficulty with the use of standard maximum likelihood techniques for random effect models is that
they produce biased estimates for the variance of the random effect, which results in biased estimates
of the standard errors for the parameters of interest, and therefore poor coverage using Wald-type
confidence intervals. The solution for meta-analysis has been the use of Wald-type confidence intervals

The R Journal Vol. 8/1, Aug. 2016 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

obtained from models fitted using residual maximum likelihood (REML), but this is difficult for the
robust models. However, profile likelihood based confidence intervals (Pawitan, 2001, p. 61) have
been found to be superior (Hardy and Thompson, 1996), and these are used for all fitted models. The
profile likelihood based confidence intervals are obtained from routines based on the mle2 function
in the package bbmle (Bolker and R Core Team, 2014) which provides an extended version of mle.
The p-values are calculated using the likelihood ratio test statistic so that they are consistent with the
confidence intervals.

Parametric bootstrap

Testing for the need for the robust distributions requires a test of v = oo, or equivalently vi=0
for the t-distribution and 71, = 0 for the robust mixture. Both tests involve a test of a parameter on
the boundary of the parameter space, so the usual asymptotic theory cannot be used. One solution
is the parametric bootstrap (McLachlan, 1987), which involves simulating data sets under the null
hypothesis and calculating the likelihood ratio test statistic for each simulated data set. The observed
test statistic is then compared to the simulated test statistics to determine the p-value.

Other computational details

For both robust models the starting values are important, as the optimisation used to obtain the
maximum likelihood may converge to a local minimum. For the t-distribution a standard normal
random effect model is first fitted. The parameter estimates from this model together with a range
of values of the t-distribution degrees of freedom are used as starting parameter values for the ¢-
distribution random effect model. From these fitted models the model with the maximum likelihood
is chosen as the final fitted model.

For the t-distribution random effect model numerical integration is used to obtain the marginal
likelihood, with a choice of either adaptive quadrature or adaptive Gauss-Hermite quadrature. In
general adaptive quadrature was found to be superior; however it was required to use adaptive
Gauss-Hermite quadrature when the standard errors of studies are unusually small. Another difficulty
is that the model is not identifiable when 2> = 0 as the likelihood is no longer dependent on the
t-distribution degrees of freedom, and this causes difficulties with the optimisation. To avoid this a
model was fitted with v—1 = 0, to allow 72 = 0, and the likelihood from this model used if it was
equal or larger than given by the optimisation with v unconstrained.

For the robust mixture model a generalized EM (GEM) algorithm is used. The usual method for
generating starting values for a mixture model using the EM algorithm, as described in MclLachlan
and Peel (2000, p. 55), is to randomly allocate subjects to each group in the initial E step. This is
repeated for a number of random allocations and the resulting model fit with the highest maximum
likelihood used as the fitted model. For the outlier models this usually requires a large number of
random allocations, and therefore model fits, due to the small number in the outlier class.

The method used in metaplus is to systematically generate the initial outliers in the E step with an
increasing number of initial outliers, starting with no outliers. For a given number of outliers in the
selected initial set all possible initial sets are fitted with the restriction that each set of initial outliers
builds on the best set of initial outliers found for the previous number of outliers. For example if,
when considering single initial outliers, study 10 as the initial outlier produces the highest maximum
likelihood then study 10 would be included in all pairs of studies when considering models with two
initial outliers. When the maximum likelihood does not increase the process is stopped.

Using package metaplus

The main function available in metaplus is metaplus, with associated methods outlierProbs and
testOutliers specific to metaplus, with the arguments for each shown in Table 1. The function
metaplus fits a meta-analysis model to the studies, with results extracted using summary, and plotted
using plot. The plot method makes use of the forest method in metafor allowing the same cus-
tomisations of the plots. An additional argument specific to plot in metaplus is extrameta, which
allows for extra meta-analysis results to be plotted. This allows for different models (i.e. standard
and robust) to be compared, or for meta-regression to show the overall effect at different values of
the covariates. An alternative method of plotting is to use forestplot (Gordon and Lumley, 2015)
which allows some other customisations, but will require combining the data from the studies and
summaries. The method testOutliers tests for the presence of outliers for the robust models using
the parametric bootstrap. The method outlierProbs determines the posterior probability of each
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metaplus() arguments

yi Vector of observed effect sizes corresponding to each study.

sei Vector of observed standard errors corresponding to each study.

mods Data frame of covariates corresponding to each study (only required for a
meta-regression model).

random The type of random effect distribution. One of "normal”, "t-dist",
"mixture”, for standard normal, f-distribution or mixture of normals,
respectively.

label The label to be used for this model when producing the summary line on
the forest plot. This allows for identification of the model when comparing
multiple models.

plotci Should a diagnostic plot for the profile likelihood be made? See the
package bbmle documentation for further details.

justfit Should the model only be fitted? If only the model is fitted then profiling
and likelihood ratio test statistics are not calculated. This is useful for
bootstrapping to reduce computation time.

slab Vector of character strings corresponding to each study. This is used only
to label the plots.

useAGQ Should adaptive Gauss-Hermite quadrature be used with the t-
distribution random effect model. This may be used when there are
numerical problems due to small standard errors.

quadpoints Number of quadrature points for the adaptive Gauss-Hermite quadrature.

data Optional data frame in which to search for other variables.
outlierProbs() arguments

object “metaplus” object.
testOutliers() arguments

object “metaplus” object.

R Number of simulations used in the parametric bootstrap.

Table 1: Arguments for functions and methods of the metaplus package.

study being an outlier for the normal mixture model. The returned object has an associated plot
method to plot the outlier probabilities. The returned results are shown in Table 2.

Examples

In the following examples, both robust options are used to demonstrate the capabilities of the package.
In practice it will be required to choose which model to use when determining the final result. This
should be the better fitting model, which can be determined using either AIC or BIC. Where the
outliers are extreme the {-distribution will fit poorly requiring the use of the mixture distribution. In
other cases the t-distribution will be preferred as it uses one less parameter, also making it less likely
to produce unstable results which will be shown in the confidence interval profile plot. Where there is
little difference between the fits the mixture distribution may be preferred as it allows identification of
the outlier studies.

Intravenous magnesium in acute myocardial infarction

A number of studies have been performed to determine the effectiveness of intravenous magnesium
in acute myocardial infarction, and a meta-analysis is performed in Sterne et al. (2001). The studies
have caused considerable controversy, as the results of a single large study ISIS-4 (ISIS-4: Collabarative
Group, 1995) contradicts the results of a meta-analysis. Higgins and Spiegelhalter (2002) discuss some
of the history and some suggested methods from a Bayesian perspective, Woods (2002) comments
on the variability between studies due to timing of infusion, and Downing (1999) on the higher level
of dose used in ISIS-4, with a more recent meta-analysis by Li et al. (2009). Of interest is whether,
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metaplus()

results Matrix containing columns for estimate, lower and upper 95% confidence
interval and p-value. If justfit = TRUE then only the parameter estimates
are returned.

yi Vector of observed effect sizes.

sei Vector of observed standard errors corresponding to each effect size.

mods Data frame of covariates corresponding to each study (only returned from
a meta-regression model).

fittedmodel  Final model returned from bbmle.

justfit Value of justfit passed to metaplus.

random Type of random effect.

slab Vector of character strings corresponding to each study. This is used to

label the forest plot.

outlierProbs()

outlier.prob

Vector of posterior probabilities that the study is an outlier corresponding
to each study.

slab Vector of labels for the studies.
testOutliers()
pvalue p-value obtained from the parametric bootstrap.
observed Observed value of the likelihood ratio test statistic.
sims Vector of simulated values of the test statistic under the null hypothesis.

Table 2: Results reported by functions and methods of the metaplus package.

given the heterogeneity between studies, the ISIS-4 study is unusual. The data have been obtained
in the form of log odds ratios for mortality where negative values correspond to treatment benefit,
but if raw data in the form of number of events per number of patients is available, then these can
be converted using, for example, the escalc function in the metafor package. The standard random
effect meta-analysis can be performed, and the parameter estimates obtained as follows:

> mag.meta <- metaplus(yi, sei, slab = study, data = mag)
> summary(mag.meta)

Est. 95% ci.lb 95% ci.ub  pvalue

muhat -0.7463 -1.2583 -0.3428 0.000501
tau2  0.2540
loglik AIC BIC

-19.68459 43.36918 44.91436

Adding the argument plotci = TRUE will produce a plot giving details of the profile confidence
intervals, as shown in Figure 1. The basis of the plot is that the profile log likelihood in the region of
the maximum likelihood estimate should be asymptotically quadratic. As differences from a quadratic
are difficult to determine by eye, a transformation is performed to the z scale, so that the curve should
follow a straight line. Rather than plotting z, |z| is plotted so that the curve should then be in the
form of a symmetric “V” (Bolker and R Core Team, 2014). In this case, the shape is not symmetric,
so this does not hold, although the difference is not large enough to be important. This is confirmed
by the lack of symmetry of the confidence interval for muhat. An important variation from the “V”
occurs when either half of the curve may not be monotonic, indicating that the profile likelihood
is multi-modal and if this occurs in a region affecting the confidence interval then the calculated
confidence interval may be incorrect. It may also be an indication that the model used is incorrect or
that there is insufficient data for the fitted model.

The forest plot showing the studies and overall effect can be obtained using plot (mag.meta). The
metaplus package uses the forest plot capabilities of the metafor package which allows the arguments
for the forest plot in metafor to be used when plotting. As the results for the magnesium studies
are log odds ratios it is more useful to produce plots with units of odds ratios. This can be obtained
by annotating the horizontal axis with odds ratios corresponding to the log odds, and requesting
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Figure 1: Profile plot for intravenous magnesium in acute myocardial infarction using the normal
random effect model.
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Figure 2: Forest plot for magnesium studies for mortality using the normal random effect model.

an exponential transformation for the coefficients, as shown in the following code, and the plot is
shown in Figure 2. The documentation for the metafor package should be investigated for further
modifications. Under some systems the characters will not be properly spaced. This can be solved by
using the extrafont (Chang, 2014) package and a fixed width font, for example ‘Courier New’.

> plot(mag.meta, atransf = exp, at = log(c(.01, .1, 1, 10, 100)),
+ xlab = "0Odds Ratio”, cex = 0.75)

The meta-analysis is repeated using a t-distribution for the random effect by adding the random =
"t-dist” argument. From the summary the estimate of vinv, the inverse degrees of freedom, is zero
corresponding to infinite degrees of freedom, or a normal distribution. The BIC is also a guide, with
an increase for the ¢-distribution model indicating that a standard normal is the correct model.

> mag.tdist <- metaplus(yi, sei, slab = study, random = "t-dist”, data = mag)
> summary(mag.tdist)

Est. 95% ci.lb 95% ci.ub  pvalue
muhat -0.7463 -1.2583 -0.3430 0.000501
tau2  0.2540
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vinv  0.0000

loglLik AIC BIC
-19.68459 45.36918 47.68695

This can be confirmed with the testOutliers command, which performs a parametric bootstrap to
obtain the null distribution of the likelihood ratio test statistic for the test that v—1 = 0, required as the
test of the parameter is on the boundary of the parameter space. Note that this may take some time for
the default of 999 simulations, of the order of one hour or longer depending on the number of studies,
so initial investigation may be performed with a smaller number of simulations, with consequently
lower accuracy.

> summary(testOutliers(mag.tdist))
Observed LRT statistic 0.0 p value 1

The analysis can be repeated using the robust mixture distribution for the random effect. The variance
of both the random effect for standard studies (tau2) and for outlier studies (tau2out) are very close
indicating that there are no outlier studies and this is confirmed by the outlier test.

> mag.mix <- metaplus(yi, sei, slab = study, random = "mixture”, data = mag)
> summary(mag.mix)

Est. 95% ci.lb 95% ci.ub pvalue

muhat -0.7463147 -1.2593989 -0.3427085 0.000777
tau2 0.2539981
tau2out 0.2540892

Outlier prob. 0.0001904

loglik AIC BIC
-19.68459 47.36918 50.45954

> summary(testOutliers(mag.mix))

Observed LRT statistic 0.0 p value 1

CDP choline for cognitive and behavioural disturbances

This meta-analysis evaluates the effect of CDP choline for cognitive and behavioural disturbances
associated with chronic cerebral disorders in the elderly (Fioravanti and Yanagi, 2005) using standard-
ised mean differences of memory measures as the outcome. A study (Bonavita 1983) was previously
determined to be an outlier by Gumedze and Jackson (2011). A standard random effect meta-analysis
will be fitted first, as previously.

> cdp.meta <- metaplus(yi, sei, slab = study, data = cdp)
> summary(cdp.meta)

Est. 95% ci.lb 95% ci.ub pvalue
muhat ©0.38944 0.07269 0.76634 0.0218
tau2 0.14666

loglLik AIC BIC
-8.198544 20.39709 21.00226

A robust model using the t-distribution is fitted with the following code.

> cdp.tdist <- metaplus(yi, sei, slab = study, random = "t-dist”, data = cdp)
> summary(cdp.tdist)

Est. 95% ci.lb 95% ci.ub pvalue
muhat 1.946e-01 5.296e-02 3.610e-01 0.00899
tau2 4.478e-05
vinv 2.024e+00

loglLik AIC BIC
-4.057683 14.11537 15.02312

> summary(testOutliers(cdp.tdist))
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Figure 3: Outlier probabilities for CDP studies from the robust mixture random effect model.

Observed LRT statistic 8.3 p value 0.001

As a rough guide, the decrease in AIC and BIC demonstrates that the model is an improvement, and
this is confirmed with the outlier test. The fit is repeated using the robust mixture.

> cdp.mix <- metaplus(yi, sei, slab = study, random = "mixture”, data = cdp)
> summary(cdp.mix)

Est. 95% ci.lb 95% ci.ub pvalue

muhat 0.1910 0.0563 0.3479 0.00711
tau2 0.0000
tau2out 3.1558

Outlier prob. 0.1237

loglLik AIC BIC
-3.007145 14.01429 15.22463

> summary(testOutliers(cdp.mix))
Observed LRT statistic 10.4 p value 0.001

The output from the robust mixture model has an interesting feature. For standard studies the
estimated random effect variance is zero, indicating that only the outlier studies are contributing to
the heterogeneity. The posterior probability of each study being an outlier can be obtained as:

> cdp.mix.outlierProbs <- outlierProbs(cdp.mix)

and plotted using plot(cdp.mix.outlierProbs) in Figure 3. This shows clearly that Bonavita 1983
has a posterior probability of nearly 1.0 of being an outlier. The other studies have a non-zero posterior
probability of being outliers, as there is an overlap between the distribution of the standard and outlier
studies, but are relatively close to zero.

Lastly, a forest plot with the results of all three models is generated, using the extrameta parameter
to add the robust models, i.e. plot(cdp.meta,extrameta = list(cdp.tdist,cdp.mix)), and these
are shown in Figure 4, where it can be noted that Bonavita 1983 has an unusually high value. The
effect of the robust models is to down-weight the Bonavita 1983 study, which has the consequence of
both reducing the overall effect estimate and its standard error.

Exercise for depression

This example is a meta-analysis of trials of exercise in the management of depression (Lawlor and
Hopker, 2001). Higgins and Thompson (2004) used the data as an example of meta-regression using
a number of covariates, which will be limited here to a single covariate, the duration of trial. The
outcome is effect size calculated using Cohen’s method. First the meta-analysis using standard normal
random effect and the robust mixture model are performed. The data will be ordered by duration to
assist in identifying a variation from the linear relationship.
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Figure 4: Forest plot for CDP studies (standardised mean difference for memory measures) with
summaries.

> exercise <- exercisel[order(exercise$duration), 1]

> exercise.meta <- metaplus(smd, sqrt(varsmd), mods = duration, slab = study,
+ data = exercise)

> summary(exercise.meta)

Est. 95% ci.lb 95% ci.ub  pvalue
muhat -2.899%4 -4.3006 -1.5222 0.000884
tau2 0.1171
duration 0.2078 0.0584 0.3632 0.011570

loglLik AIC BIC
-8.133435 22.26687 23.17462

> exercise.mix <- metaplus(smd, sqrt(varsmd), mods = duration, slab = study,
+ random = "mixture”, data = exercise)
> summary(exercise.mix)

Est. 95% ci.lb 95% ci.ub  pvalue

muhat -2.88472 -4.11082 -1.48262 0.000649

tau2 0.00000

tau2out 0.59398

Qutlier prob. ©0.25169

duration 0.21086 0.07808 0.34586 0.007052
loglLik AIC BIC

-7.69139 25.38278 26.8957

> exercise.testOutliers <- testOutliers(exercise.mix)
> summary(exercise.testOutliers)

Observed LRT statistic 0.9 p value 0.075
> exercise.outlierProbs <- outlierProbs(exercise.mix)

The test for outliers was close to being significant (p = 0.075); however a conservative approach seems
appropriate, by using the robust model where the presence of outliers is not conclusive but there is
a reasonable amount of evidence that there are outliers, as in this case. Note also that the p-value
is different from that obtained in Beath (2014), due to the use of randomly generated data in the
parametric bootstrap. Running the parametric bootstrap with a large number of simulations showed
that the p-value was actually near 0.04. Using plot(exercise.outlierProbs) the outlier probabilities
are shown in Figure 5 where the study by Reuter is an obvious outlier with a posterior probability
greater than 0.9. This study is a dissertation and was not published in a peer-reviewed journal, and
was not included in a later meta-analysis by Krogh et al. (2011). There is also strong evidence of the
effect of trial duration.

As metaplus does not currently have a predict method, the alternative to calculate the effect at
each of Weeks 4, 8 and 12 is to centre the data at those times and fit a meta-regression for each (Johnson

The R Journal Vol. 8/1, Aug. 2016 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

14

Mutrie : o

McNeil : o

Doyne : o

Hess-Homeier | : (o}

Epstein o

Martinsen : o

Reuter : o
Singh : ]

Klein ‘ o

Veale : o

T I I I I I
0.0 0.2 0.4 0.6 0.8 1.0

Outlier Probability

Figure 5: Outlier probabilities for depression versus exercise from the robust mixture random effect
model.

and Huedo-Medina, 2011). The intercept for each meta-regression will then be the estimated mean
effect at that time. A model without including the covariate for study duration is also fitted. The forest
plot is shown in Figure 6. This shows that the effect of exercise decreases rapidly the longer the trial
runs, possibly indicating a placebo effect that rapidly wears off. It would also be possible to include
the results from the standard random effect models on the plot.

exercise$durationd4 <- exercise$duration - 4
exercise$duration8 <- exercise$duration - 8
exercise$duration12 <- exercise$duration - 12
exercise.nodurn <- metaplus(smd, sqrt(varsmd),
label = "Random Mixture (No Duration)"”, slab = study,
random = "mixture”, data = exercise)
exercise.wk4 <- metaplus(smd, sqrt(varsmd),
mods = duration4, label = "Random Mixture (Week 4)",
slab = study, random = "mixture”, data = exercise)
exercise.wk8 <- metaplus(smd, sqrt(varsmd),
mods = duration8, label = "Random Mixture (Week 8)",
slab = study, random = "mixture”, data = exercise)
exercise.wk12 <- metaplus(smd, sqrt(varsmd),
mods = duration12, label = "Random Mixture (Week 12)",
slab = study, random = "mixture”, data = exercise)
plot(exercise.nodurn, extrameta = list(exercise.wk4, exercise.wk8,
exercise.wk12), xlab = "Effect size")

+ V + +V + +V + +V + 4+ VVVYV

Conclusions and future developments

The capabilities of the metaplus package have been presented for fitting both standard normal random
effect and robust random effect models. Using three examples it has been shown how it can test
for the presence of outliers and compare the results of the robust and standard methods for both
meta-analysis and meta-regression. The package has also been successfully applied to meta-analyses
with larger number of studies, for example Marinho et al. (2009) with 70 studies and 3 definite outliers,
and simulated data with 200 studies. One difficulty with large number of studies is the increasing
computation time, especially for testOutliers. This will be improved by the use of parallel processing
as a future enhancement.

The design of the package allows for expansion in other areas. A planned future functionality
is to fit binary data, using likelihood methods based on the distribution of the binomial responses,
rather than the log odds ratios fitted using a normal distribution which is the method currently used.
The robust methods can then be applied in a similar way to the current models. A possible future
expansion is to allow for other robust distributions although this doesn’t seem necessary given the
similarity of the results obtained in Baker and Jackson (2008) to those using the t-distribution.
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Figure 6: Forest plot for exercise versus depression studies (effect size) with summaries. Studies are
sorted by increasing duration.
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Gender Prediction Methods Based on

First Names with genderizeR
by Kamil Wais

Abstract In recent years, there has been increased interest in methods for gender prediction based on
first names that employ various open data sources. These methods have applications from bibliometric
studies to customizing commercial offers for web users. Analysis of gender disparities in science based
on such methods are published in the most prestigious journals, although they could be improved
by choosing the most suited prediction method with optimal parameters and performing validation
studies using the best data source for a given purpose. There is also a need to monitor and report how
well a given prediction method works in comparison to others. In this paper, the author recommends
a set of tools (including one dedicated to gender prediction, the R package called genderizeR), data
sources (including the genderize.io API), and metrics that could be fully reproduced and tested in
order to choose the optimal approach suitable for different gender analyses.

Introduction

The purpose of the genderizeR package and this paper is to provide tools and methods for accurate
classification of various types of character strings into gender categories. An increased number of
studies require gender identification, as for example, biographical research, when we want to know
what is the gender of article authors and we do not have explicit gender data (Lariviere et al., 2013b;
West et al., 2013; Blevins and Mullen, 2015). Predicting gender of customers for marketing purposes
can serve as an example from outside the academia. The genderizeR package makes it possible to
predict gender related to a character string without knowing which term in the string is in fact a given
name. Moreover, the package provides convenient built-in tools for assessing different kinds of error
rates specific to gender prediction.

One of the purposes of this paper is to argue that while using informal, crowd-sourced and not
widely recognized data sources, one can achieve high gender prediction efficiency comparable to other
recognized gender data sources. Moreover, this effect can be obtained with less efforts and higher
automatization. The paper explains how we can train models for gender prediction and how we can
evaluate those models. There is also a comparison and evaluation of different approaches to gender
predictions from other studies.

There have been several approaches proposed for gender prediction based on first names. Some
of these methods were used in bibliometrics studies that were published in prestigious scientific
journals: Lariviere et al. (2013b) or West et al. (2013). One of the goals of this study is to compare the
efficiency and accuracy of gender prediction methods used in the mentioned studies and consider
a new approach proposed in this paper, which is easier in implementation and usage and yields
outcomes comparable or, in some situations, even better than other methods.

For the purpose of method comparison, two methods were chosen from the studies: The Role of
Gender in Scholarly Authorship (West et al., 2013) and the Supplementary Information to Global Gender
Disparities in Science (Lariviere et al., 2013a), which is the methodological appendix to Bibliometrics:
Global Gender Disparities in Science (Lariviere et al., 2013b). In these studies, authors were predicting
and analysing the gender of authorships. The instance of an authorship had been defined as a person
and a paper for which the person is designated as a co-author (West et al., 2013, p. 3) or even simpler as
unique paper-author combination (Lariviere et al., 2013a, p. 6). The sample of authorships also served
as a common dataset for comparison of the gender prediction methods (see Section The comparison of
methods).

Another goal of this study is to find and implement as an R package the most effective gender
prediction method that is based on first names and has the following qualities:

¢ is based on data sources that are available for anyone in a machine-readable format,

¢ is fully reproducible at any given time,

* is resource effective,

* can be used to update and improve gender predictions over time with new first name data,
* is applicable for multinational studies in various research contexts,

¢ outperforms other similar methods in terms of accuracy of gender prediction.

Gender prediction accuracy can be defined in different ways, which implies that different metrics
can be used to measure it. Later, the author will present a set of metrics that can be used in validation
and comparative studies.
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In both previously mentioned studies, the authors used open data with information on first names
with probable corresponding gender. In order to compare the effectiveness of methods and data
sources, we need to be able to reproduce those methods and reuse the same datasets. This is possible,
at least to some extent, although there are several issues with the reproducibility of the studies that
will be addressed in the following sections.

Review of methods and open data sources

US Census and other data sources

In the first analysed study (Lariviere et al., 2013a) authors used both universal and country-specific first
name lists. The sources of these data were the US Census, Quebec Census, WikiName portal, multiple
Wikipedia pages, top-100-baby-names-search.com portal, and a few other webpages (Lariviere et al.,
2013a). In case of some languages, a rule-based approach was used to assign gender based on the
suffix of a first name. In addition, human coders were used in the study. In the case of 12,828 Chinese
names of authors (15.17% of total) with at least 20 papers, the gender was assigned manually by two
native speakers from China. They coded the gender of each Chinese name based on their individual
knowledge of the Chinese language (Lariviere et al., 2013a, p. 4).

The US Census was the primary source of data for gender prediction in the study. In cases where
the first name was used for both genders, it was only attributed to a specific gender when it was
used at least ten times more frequently for one gender than for the other (Lariviere et al., 2013a, p. 2).
This rule can be converted to a probability threshold that equals 0.91 or more for the purpose of
comparative analysis in this study.

With the methods applied, the paper’s authors were able to predict gender for 86% out of 21
million authorships with full first names from the Web of Science database (Lariviere et al., 2013a);
nevertheless, several major drawbacks of this approach can be identified:

* The presented analysis is difficult to reproduce. The full set of first names with corresponding
gender data used in this study is not available in machine-readable format, and some data
sources even ceased to exist. For example, the wiki.name.com portal is not accessible any more
(assessed on January 16, 2015).

¢ The manual coding of gender by humans is neither fast nor cost-effective. Moreover, it could
be not reliable enough, as in the paper there was no information about manual coding accuracy
and inter-coder reliability.

¢ The sources of the data are not in easily readable machine formats with the significant excep-
tion of the data from the US Census, which can be obtained as text files (United States Census
Bureau, 2015a) or as a data directly from the R package qdap (Rinker, 2013). In order to use other
gender data, they need to be web-scraped and parsed. Moreover, not all Wikipedia webpages
with country-specific first names have a standardised HTML structure that can be easily utilised
in parsing HTML code.

¢ In this mixed data source approach the confidence threshold cannot be easily changed, and
researchers are only able to use predefined name categories, such as male, female and unisex.
The category unisex is not very informative, as it means that we predict that the gender can be
either female or male with an unknown probability. Moreover, such a category can be easily
recreated when the probability of being a male or a female is known, given the first name (e.g.,
we can set the predicted category as unisex for all first names that have a 0.5 probability of being
male names). In a case when predicted gender is unisex without additional information, it is
impossible to precisely assess the effectiveness of such a gender prediction method.

On the other hand, the main advantages of the described approach are as follows:

* Usage of different techniques and country-specific sources in gender prediction could increase
the percentage of different types of items with correctly predicted gender and, above all,
decrease the percentage of items with unpredicted gender.

* There is a strong possibility that at least some of the open data sources used in the analysis will
be updated over time, for example Wikipedia webpages, and will include new first names or
infrequently used names in the future. This is not certain, however, as even the US Census
Bureau has not provided a newer first name dataset since the 2000 Census (United States Census
Bureau, 2015b).

The article by Lariviere et al. (2013a) does not explicitly mention any recognised prediction
accuracy metrics that can be comparable with other gender prediction methods, although its confusion
matrix can be rebuilt from the tables with the data from the validation study (see Section T/ comparison
of methods).
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US Social Security Administration records

In the second analysed approach (West et al., 2013) authors used US Social Security Administration
(SSA) records with the top 1000 first names annually collected for each of the 153 million boys and 143
million girls born in the USA from 1880-2010. The authors also have decided a priori to use only those
records that have at least a 95% probability to correctly predict gender based on a first name (West
et al., 2013).

Based on this method, the authors were able to predict gender for 73% out of 3 million authorships
with full first names from the JSTOR network dataset (Efron, 1983, pp. 2-3).

The main drawbacks of this approach are:

¢ Non-US first names and names that do not appear in the top 1000 first names cannot be used
for gender prediction, so the first name dataset is US-specific and is not comprehensive by its
definition.

® The authors of the analysis utilised limited information of the top 1000 baby first names,
although SSA provided an extended version of this database with baby names that occur at
least five times in the years between 1880-2013. That extended dataset has information on about
92 600 unique baby names compared to 6 983 unique baby names in the top 1000 dataset.

The main advantages of this approach are:

e The US SSA baby first names database is updated every year and is available for anyone as
open data in machine, easy-readable format (Social Security Administration, 2015).

* The method is fully and easily reproducible, especially with the use of R packages like gender
(Mullen, 2014) or babynames (Wickham, 2014) where the full baby name data provided by the
SSA is included as built-in datasets.

The paper does not report any gender prediction accuracy metrics (West et al., 2013).

Social network profiles as gender data source (via the genderize.io API)

The third tested approach is our proposition of gender prediction based on first name and gender
data from the genderize.io database, which was created by Casper Stremgren (Stromgren, 2015a) in
August 2013 and has been regularly updated since. Regular incremental updates are possible due to
continuous scanning of public profiles and their gender data in major social networks. The database is
continuously growing by processing approximately from 15 000 to 20 000 social network profiles per
day.

On 24-th of May 2014, the genderize.io database contained information on 120 517 terms that at least
once had been used as a first name in about half a million social network profiles. In April 2015 there
were 212 252 unique terms gathered from about 2 million social network profiles from 79 countries in
89 languages (Stromgren, 2015a).

A quick connection to the genderize.io database is possible through its application programming
interface (API). Since February 2014, database queries via the genderize.io API have been restricted to 10
terms per request and 1000 terms per day to prevent server overload. Higher limits are easily available
through commercial access plans to the API and enable checking up to 10 000 000 names monthly
(Stromgren, 2015b).

As a query term to the database, any character string can be used if it is suspected to be a first
name (a simple example of a query: GET http://api.genderize.io?name=peter). In response to the
query, the API returns a null value when the string is not found in the genderize.io database. If the term
is found in the database, the API returns several values in JavaScript Object Notation (JSON) format: a
predicted gender for the first name (male or female) and two numeric values that can be further use to
customise the gender prediction. These values are count and probability, where count shows how many
social network profiles in the database have been recorded with this particular term as a first name
and probability shows the proportion of profiles with the first name and the predicted gender (a simple
example of API response: "name”: "peter”, "gender"”: "male"”, "probability”:"1.00","count":4300)
(Stremgren, 2015a). Therefore, we not only know the gender prediction for a given term but also how
confident we can be with this particular prediction.

Using the genderizer.io database through its API for predicting gender has strong advantages:

* The genderizer.io database is continuously and incrementally growing, thus we are not only
able to reproduce classification results using previously saved API output, but we also could
improve our predictions next time using newer API output from a larger, updated, and more
comprehensive version of the first name database.
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Characteristics of approach

Lariviere et al. 2013b

West et al. 2013

genderize.io

main data source US Census US SSA public social profiles
other data sources yes no no
open data some datasets yes limited
free access
machine-readable format some datasets yes yes
API connection no no yes
easily reproducible no yes yes
resource effective no yes yes
regular data updates no yearly in real time
known probabilities available only available available

in the main
data source
country-specific

of gender prediction

global reach country-specific  yes

Table 1: Comparison of the characteristics of different approaches to gender prediction based on first
names.

® The communication with the API is fast, effective, and straightforward; additionally compre-
hensive documentation is available (Stremgren, 2015a). Communication through the API can be
further simplified with the use of dedicated functions in the genderizeR package (Wais, 2016).

The issue that can be clearly seen as disadvantage is the daily limit of free queries through the API
(1000 terms per day). Much larger limits are still available through commercial plans with reasonable
prices. This kind of commercial model behind the genderize.io API has also some advantages in
comparison with completely free access to the APL It guarantees stability of the service and constant
development of the database, covers costs of the servers, and prevents server overloads due to
unrestricted access.

The main criticism of this data source is the reliability of the data. The database behind the
genderize.io API draws on data from numerous public social media profiles, although neither the exact
number of sources nor the total number of profiles have been revealed. Even if a social media portal
has a real-name policy implemented, there is no guarantee that at a given time each profile has valid
and reliable data in its first name and gender fields. So reliability of the data from a perspective of
a single profile is very low. However, it is safe to assume that most people give true information
regarding their gender and given name, thus such crowd-sourced data aggregated from many profiles
can give reliable information due to the scale of the constantly growing database. The major drawback
of this data source is the noise in the data related to their declarative character. While creating a
profile, one can submit any character string in a given names field. Even if the user profile is corrected
later, that bogus data could already be recorded in the genderize.io database. This is the obvious
disadvantage compared to other official gender data sources, although the noise can be reduced by
setting a higher threshold for profile counts. In this way, we are able to use only those terms for given
names and gender data that were also entered in some other social media profiles and therefore seem
to be “confirmed’ by other users.

Comparison of approach characteristics

Table 1 shows that the Lariviere et al. (2013a) approach is based on a resource-consuming method
and lacks some important characteristics like reproducibility. The approach in West et al. (2013) is
fully reproducible and enhanced with other important characteristics, but the data source used is
US-specific and infrequently updated. Utilising the genderize.io database via its fast API, we gain access
to a global database of first names that is being continuously updated even at this moment.

The genderizeR package

In order to provide an effective tool for performing and evaluating gender prediction methods, the
genderizeR package for R has been built. The package enables convenient communication with the
genderize.io API and has built-in functions for evaluating the effectiveness of gender prediction with
metrics specific to this topic.

The package could be used for different tasks:
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e for pre-processing text vectors for future gender prediction;

¢ for connecting with the genderize.io database through its API;

e for genderizing character strings, which means that the gender is predicted even if we do not
indicate which term from the string is the first name. The algorithm assumes that all input terms
could be potentially gender indicators and searches for the most credible one;

o for training gender prediction algorithms (looking for the optimal combination of gender and
probability parameters from a given set in order to minimise the gender prediction accuracy
metric);

¢ for estimation of different gender prediction accuracy metrics.

There are four main components of the package:

¢ functions working with the genderize.io API (textPrepare, genderizeAPI, findGivenNames);

* functions for training and predicting gender (genderize, genderizeTrain, genderizePredict);

¢ functions assessing different kinds of gender prediction errors (classificationErrors,
genderizeBootstrapError);

e training datasets (authorships, givenNameDB_authorships, titles, givenNamesDB_titles).

The genderizeBootstrapError function is based on code from the sortinghat package (Ramey,
2013). The function has built-in functionality for parallel processing working directly with functions
from the genderizeR package (genderizeTrain and genderizePredict). The parallel processing
uses the parallel package and its implementation was inspired by Nathan VanHoudnos’ scripts
(http://edustatistics.org/nathanvan/setup/mclapply.hack.R).

The textPrepare function for text pre-processing helps to prepare terms for API queries. It utilizes
functions from the R packages stringr (Wickham, 2012) and tm (Feinerer and Hornik, 2014; Feinerer
et al., 2008) to perform a series of pre-processing steps (removing special characters, numbers and
punctuation; building a vector of unique terms which can be used for creating API queries).

A trivial example of basic package functions

If we use the package for the first time, we need to install it from the Comprehensive R Archive Network
(CRAN) or from the GitHub repository. The last stable version of the package is on CRAN, and the latest
development version of the package is available from the GitHub repository “kalimu/genderizeR”
(Wais, 2016).

With the findGivenNames function we can easily look for first names in the genderize.io database.
In return, we obtain a data table with the following records: the terms that appear in the database as
first names, their predicted gender, probability of such a prediction, and the count of profiles on which
the prediction is based . The outcome is alphabetically sorted by the name column, and all terms that
appear to be first names are lower-cased. Because the outcome is generated from the current state of
the genderize.io database, to reuse exactly the same outcome later, we should save it locally. This is an
important step in reproducible analysis because if we run the same function next time, our output
could be based on a larger count of social network profiles and could give us a slightly different data.
The progress = FALSE argument turns off the progress bar.

R> library('genderizeR")
R> findGivenNames(c('Marie', 'Albert', 'Iza', 'Olesia', 'Marcin', 'Andrzej', 'Kamil'),
+ progress = FALSE)

name gender probability count

1: albert male 0.99 710
2: andrzej male 0.98 49
3: iza female 1.00 28
4: kamil male 0.99 124
5: marcin male 1.00 128
6: marie female 0.99 2248
7: olesia female 1.00 4

In some cases, we might need to predict the gender of a person based on the full name. It is trivial
when we know which term is a first name (or first names) because we can manually extract it and
check its gender with the findGivenNames function. When we do not know exactly which term in a
character vector is a first name, the same function attempts to predict gender by analysing unique
terms in the vector.

This way we could predict the gender of an author of an article without explicitly extracting the
first name from the full name. For example, one biographical article from the Web of Science (WOS)
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database records is titled “Marie Sklodowska-Curie (1867-1934)”. We know that the author’s full
name of the article is recorded as “Pascual-Leone Pascual, Ana Ma” (WOS, 2014).

R> x <- 'Pascual-Leone Pascual, Ana Ma'

We can use the findGivenNames function directly on our vector. The function first calls another
function from the package, textPrepare, which builds a vector of unique terms that are used in queries
to genderize.io APL This is more effective than checking the same term many times through the API. In
the outcome of the textPrepare function, we have terms which are at least two characters long, as we
can assume that a one-character term could not be a full first name. The text pre-processed tasks that
textPrepare function can perform are:

¢ removing single-character terms (like initials),

* removing punctuation,

* removing special characters (like exclamation marks, question marks, hyphens, etc.),
* removing numbers,

¢ converting all characters to lowercase,

e striping white-spaces.

R> textPrepare(x)
[1] "ana" "leone”

n n

ma "pascual”

In the next step, we can check our terms in the genderize.io database and store the output for later
use.

R> (genderDB <- findGivenNames(x, progress = FALSE))

name gender probability count

1 ana female 0.99 3535
2 leone female 0.81 27
3: ma female 0.62 243
4: pascual male 1.00 25

All four unique terms occur in the genderize.io database and could be used as gender indicators,
but the count value suggests which terms are indeed true first names in our example. The term ‘Ana’
has the largest count value, so it will be used to predict gender for the given author with the genderize
function.

R> genderize(x, genderDB = genderDB, progress = FALSE)

text givenName gender genderIndicators
1: Pascual-Leone Pascual, Ana Ma ana female 4

In the final step, we used the previous output as gender information for our terms. We use an
output from the findGivenNames function, but it could also be a dataset from the US Census or US
SSA, although it should be converted to the same format with the same column names.

The genderize function output contains our original author’s full name in the text column, the
term that was assumed to be the gender indicative first name (givenName column), and the predicted
gender (gender column). There are also genderIndicators values that show how many terms in a
text were found in our gender dataset. The givenName term is the one that won the competition
between terms to be a final gender indicator. To find the winning term, we compare the counts for all
terms found and choose the one with the maximum value. It is a reasonable way to prevent prediction
based on accidental terms.

It should be noted that in cases when a person has a double first name like ‘Hans-Peter” the terms
‘Hans’ and ‘Peter” are looked up in the database separately and the gender prediction is still done
based on the term with more counts. This is a counter-intuitive solution as the genderize.io API can
accept queries with double first names. However it simplifies the algorithm and still gives proper
predictions even if the double name is not present in the database.

R> x <- 'Hans-Peter'
R> (genderDB <- findGivenNames(x, progress = FALSE))

name gender probability count

1: hans male 0.99 425
2: peter male 1.00 4300
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R> genderize(x, genderDB = genderDB, progress = FALSE)

text givenName gender genderIndicators
1: Hans-Peter peter male 2

In the same way, we can predict gender not only from authors’” full names but also from larger
character strings, for example, titles of the biographical articles. In the next example, we have six such
titles in which some person names are mentioned. Half of the articles in this example are about Marie
Sklodowska-Curie and half are about Albert Einstein. Let us assume that we do not know which title
concerns a female and which a male, and we want to check it automatically.

R> x <- c('Marie Sklodowska-Curie (1867-1934) - A person and scientist',
'Albert Einstein as a philosopher of science',

'The legacy of Albert Einstein (1879-1955)',

'Life and work of Marie Sklodowska-Curie and her family',
'Marie Sklodowska-Curie (1867-1934)',

'"Albert Einstein, radical - A political profile')

R> (givenNamesDB <- findGivenNames(x, progress = FALSE))

+ + + 4+ o+

name gender probability count

1: albert male 0.99 710
2: as male 0.89 64
3: einstein male 1.00 4
4: family male 1.00 1
5: her female 0.50 8
6: legacy male 1.00 2
7: marie female 0.99 2248
8: political male 1.00 1
9: the female 0.50 2

We should note that cases are possible where the number of females is the same as the number of
males (the probability equals 0.50, and the count is an even number). In our example, such a situation
occurs with the her term. In such situations, the API returns female as gender prediction, but in the
future it will likely be changed to the more valid unisex category.

There are some noise in the gender data obtained from the genderize.io API so we should approach
the results from the findGivenNames function critically. In the above example the terms “as”, “the”
and “her” seem to be used in some profiles even if they do not stand for a given name. We can deal
with such terms by setting the count threshold high enough (ex. count >= 100) or by using a list of
non-acceptable words (blacklist / stopwords). The second solution can be implemented to the result of
the textPrepare and before using findGivenNames function. This way we will also reduce the usage
of API requests. Using a counts threshold we need to remember that its height should be relative to
the growing number of profile data processed by genderize.io. However, in our example the noise does
not impact the accuracy of the gender predicion.

R> genderize(x, genderDB = givenNamesDB, progress = FALSE)

text
1: Marie Sklodowska-Curie (1867-1934) - A person and scientist
2: Albert Einstein as a philosopher of science
3: The legacy of Albert Einstein (1879-1955)
4: Life and work of Marie Sklodowska-Curie and her family
5: Marie Sklodowska-Curie (1867-1934)
6: Albert Einstein, radical - A political profile
givenName gender genderIndicators
1: marie female 1
2: albert male 3
3: albert male 4
4: marie female 3
5: marie female 1
6: albert male 3

We can also set the thresholds for probability or count values to exclude accidental terms or unisex
first names from being considered in a gender prediction. This method can be used to train the
prediction algorithm in order to minimise the classification error. However, we need to be careful
while setting the thresholds because, if we set them too high, we could unintentionally exclude some
true first names and the algorithm will not be able to predict gender, returning only NA values.
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R> genderize(x, givenNamesDB[count > 2000, ], progress = FALSE)

text
1: Marie Sklodowska-Curie (1867-1934) - A person and scientist
2: Albert Einstein as a philosopher of science
3: The legacy of Albert Einstein (1879-1955)
4: Life and work of Marie Sklodowska-Curie and her family
5: Marie Sklodowska-Curie (1867-1934)
6: Albert Einstein, radical - A political profile

givenName gender genderIndicators

marie female
NA NA
NA NA

marie female
marie female
NA NA

o O W N =
S = N O =

The communication with the genderize.io API is based on UTF-8 encoding. We can also make use
of a specific locale.

R> Sys.setlocale("LC_ALL", "Polish")
R> (x <- "Ro6za")
[1] "Réza"

R> (xp <- textPrepare(x))
[1] "réza"

R> findGivenNames(xp, progress = FALSE)
# name gender probability count
# 1: roza female 0.89 28

If the findGivenNames function stops due to the API free or commercial plan limits the results from
already performed queries are returned and can be saved as an object.

R> xPrepared <- textPrepare(authorships[['value']][1:1200])
R> givenNames_part1l <- findGivenNames(xPrepared)

0%
1%

Terms checked: 10/86. First names found: 4.
Terms checked: 20/86. First names found: 7.

|

I
Terms checked: 30/86. First names found: 12. | 22%
Terms checked: 40/86. First names found: 17. | 33%
Terms checked: 50/86. First names found: 22. | 44%
Terms checked: 60/86. First names found: 25. | 56%
[ | 67%

Client error: (429) Too Many Requests (RFC 6585)
Request limit reached

The API queries stopped at 57 term.

Warning messages:

1: In genderizeAPI(termsQuery, apikey = apikey, ssl.verifypeer = ssl.verifypeer) :
You have used all available requests in this subscription plan.

2: In findGivenNames(xPrepared) : The API queries stopped.

Moreover the function reports an index of the last term which has been successfully queried before
reaching the API limit. This enables us to start the API queries from that term when the API plan
resets the next day.

R> givenNames_part2 <- findGivenNames(xPrepared[57:NROW(xPrepared)])
Finally, we can bind all parts together.

R> givenNames <- rbind(givenNames_part1, givenNames_part2)
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Sample datasets

In the genderizeR package we have two sample datasets: authorships and titles. Both datasets
contain data from a simple random sample of biographical articles from the WOS database records
of articles of biographical-items or items-about-individual type from all fields of study, published from
1945 to 2014. The sample was drawn in December 2014. The first dataset authorships contains 2 641
authorships of 2 000 randomly sampled records of biographical articles.

Part of the authors in this dataset were successfully identified and manually coded as females or
males (genderCoded column). Human coders based their coding decisions on results from Internet
queries regarding full names of the authors and their affiliations, biographies, mentions in the press
and photos. If a full name of an author was unavailable the gender was coded as noname; if a full name
was available but the coder was not able to code the author’s gender with a high degree of certainty —
the record was coded as unknown.

R> tail(authorships[, c(4, 5)1)

value genderCoded

2636 Morison, Ian male
2637 Hughes, David male
2638 Higson, Roger male
2639 CONDON, HA noname
2640 GILCHRIST, E noname
2641 Haury, LR noname

The second dataset titles contains 1 190 titles of biographical articles, which also were manually
coded as female or male.

R> tail(titles)[-3, ]

title genderCoded

1: Yuri A. Chizmadzhev (to the 80th anniversary) male
2: Yurko Duda, a physicist like few ones male
3: Zhores Ivanovich Alferov (on his 80th birthday) male
4: Zongluo Luo, a Chinese Haigui in 1930s male
5: lynn seymour female

These datasets can be used to assess the efficiency and accuracy of gender prediction for different
prediction methods and related data sources.

For reproducibility purposes, in the package there are two additional datasets corresponding
to the previous two: givenNamesDB_authorships and givenNamesDB_titles. Both are outputs of the
findGivenNames function, which was used on authorship and title vectors on December 26, 2014.
These datasets can be used for gender prediction without the necessity of connecting to the genderize.io
database, and to provide reproducible outcomes. Using API queries is also possible, although it will
probably give slightly different outputs due to the first name data updates in the database.

Selecting prediction parameters

Knowing that each first name record from the genderize.io database has been assigned a probability of
predicted gender, we can utilise these pieces of information to strengthen the confidence of gender
prediction. Moreover, for each record, the number of instances of social network profiles that were used
to calculate such a probability is known. Thus, we can set our own thresholds of counts and probabilities
when we need it, and choose settings that can optimise chosen prediction efficiency metrics.

Metrics of gender prediction efficiency

To assess the efficiency of gender prediction, we need to agree on the set of efficiency indicators that
are adequate to this particular classification problem. We can calculate some of the indicators with
the help of classificationErrors function that are based on a prediction confusion matrix — as an
example below of randomly generated samples of labels and predictions.

R> set.seed(238)
R> labels <- sample(c('male', 'female', 'unknown'), size = 100, replace = TRUE)
R> predictions <- sample(c('male', 'female', NA), size = 100, replace = TRUE)
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R> indicators <- classificationErrors(labels, predictions)
R> indicators[['confMatrix']] # confusion matrix for the generated sample

predictions
labels female male <NA>
female 12 10 4
male 7 10 12
unknown 16 13 16
<NA> Q Q 0

For the confusion matrix, we could calculate a standard classification error rate (one minus sum of
the diagonal divided by sum of total), but this is not directly applicable in this specific classification
problem; some titles were manually coded as unknown gender if they do not contain a first name or
when we could not verify the gender of the person mentioned in a title. In this case, we should not
blame the algorithm for wrongly predicting gender, considering the human coder could not do it
either. Instead, we can calculate the coded error rate on the confusion matrix with manual female and
male codes only.

R> # errorCoded <- (7 + 10 + 4 +12) / (12 + 10 + 4 + 7 + 10 + 12)
R> unlist(indicators['errorCoded'])

errorCoded
0.6

The advantage of such an error rate calculation is that it incorporates within itself all items with
unpredicted gender (<NA>). Therefore, if the algorithm is unable to predict gender, we treat it as a
prediction error and thus penalise our prediction efficiency metric.

Another possibility is to calculate the coded error rate but only for a matrix with automatically
predicted gender (without any NA values).

R> # errorCodedWithoutNA <- (7 + 10) / (12 + 10 + 7 + 10)
R> unlist(indicators['errorCodedWithoutNA'])

errorCodedWithoutNA
0.4358974

Such a coded error rate without NA values indicates how well the algorithm predicts gender,
provided that prediction is possible. With a high threshold of gender probability, we increase the
prediction accuracy, but we also risk that for many first names the algorithm will not be able to predict
their gender. Therefore, the cost of high prediction accuracy can be measured as the increase of the
proportion of items with unpredicted gender.

R> # naCoded <- (4 +12) / (12 + 10+ 4 + 7 + 10 + 12)
R> unlist(indicators['naCoded'])

naCoded
0.2909091

There is another problem-specific error that we can calculate from the confusion matrix. It can be
called the gender bias error rate, and can be calculated as a difference between the number of items
manually labelled as female but automatically classified as male and the number of items manually
classified as male but automatically classified as female, and all that are divided by the number of all
items labelled or classified as female or male.

R> # errorGenderBias <- (7 - 10) / (12 + 10 + 7 + 10)
R> unlist(indicators['errorGenderBias'])

errorGenderBias
-0.07692308

We can interpret the sign of such an indicator as a direction of the bias in gender prediction.
Negative values suggest that more females are incorrectly classified as males than males as females,
hence the predicted proportion of females could be slightly overestimated. If the value is positive,
the proportion of females are underestimated. When the bias is close to 0, we have the case where
nearly the same numbers of both female and male items are classified wrongly as males and females,
respectively. Therefore, in the trivial example, if we have a sample of 10 males and 10 females and we
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Prediction indicator What items are taken into account?
errorCoded: Items with manually coded female and male labels;
Coded Error Rate items with predicted female and male labels,

or with unpredicted gender.

naCoded: Items with manually coded female and male labels;
Proportion of Items items with predicted female and male labels,
with Unpredicted Gender or with unpredicted gender.

errorCodedWithoutNA: Items with manually coded female and male labels,
Coded Error Rate and with predicted female and male labels only.
without NA Values

errorGenderBias: Items with manually coded female and male labels,
Gender Bias Error Rate and with predicted female and male labels only.

Table 2: Comparison of selected gender prediction indicators.

incorrectly classify five males as females and five females as males, we will still have a proportion of
50% of female items in the sample, and the bias error is 0.

A brief comparison of the described indicators is shown in Table 2. The table indicates that we
always focus on metrics based on manually coded gender labels with the exception of two indicators,
where we consider items with unpredicted gender as well.

Depending on the research goals, we can utilise one or more of these metrics, for example:

* in a scenario where the goal is to predict gender for as many items as possible, we can try to
minimise the coded error rate,

e in a scenario where the prediction accuracy is more important than the percentage of items with
unpredicted gender, we can try to minimise the coded error rate without NA values,

* in a scenario where we primarily want to accurately estimate the proportion of males or females,
we can try to minimise the gender bias error rate.

Different decisions can be made corresponding to different research needs. We can try to minimise
all these indicators at the same time and look for their optimal values based on our research questions.

Case study 1: Authorships

In order to establish optimal values of gender prediction indicators for the authorship sample dataset,
we can manipulate the thresholds of probability and count values. In order to do so, we can use the
genderizeTrain function with values that we prefer to be considered in the training of the algorithm as
the function arguments probs and counts. In this case, we can utilise some typical probability values
used for gender prediction together with different values of counts that will give noticeable patterns
of error rates for parameter combinations.

R> probs <- c(@.5, 0.7, 0.8, 0.9, ©.95, 0.97, ©.98, 0.99, 1)
R> counts <- c(1, 10, 100)

R> authorshipsGrid <-

+ genderizeTrain(# parallel = TRUE,

+ x = authorships$value,

+ y = authorships$genderCoded,

+ givenNamesDB = givenNamesDB_authorships,

+ probs = probs,

+ counts = counts)

The genderizeTrain function first creates the grid of parameters for all unique combinations of
probs and counts values. Then, prediction is done based on givenNamesDB data trimmed by probs
or counts parameters. As the output, we attain gender prediction defectiveness indicators for all
combinations of parameters (27 in our example below).

R> authorshipsGrid
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prob count errorCoded errorCodedWithoutNA naCoded errorGenderBias

1: 0.50 1 0.07093822 0.03791469 0.03432494 0.014218009
2: 0.70 1 0.08466819 0.03147700 0.05491991 0.007263923
3: 0.80 1 0.10983982 0.03233831 0.08009153 0.012437811
4: 0.90 1 0.11899314 0.03022670 ©.09153318 0.015113350
5: 0.95 1.0.13272311 0.02820513 0.10755149 0.012820513
6: 0.97 1 0.14645309 0.02610966 ©0.12356979 0.010443864
7: 0.98 1 0.15560641 0.02638522 ©0.13272311 0.010554090
8: 0.99 1 0.18306636 0.02724796 0.16018307 0.005449591
9: 1.00 1 0.27459954 0.03353659 0.24942792 -0.003048780
10: 0.50 10 0.12128146 0.03759398 0.08695652 0.017543860
11: 0.70 10 0.13958810 0.02842377 0.11441648 0.007751938
12: 0.80 10 0.16247140 0.02917772 ©.13729977 0.013262599
13: 0.90 10 ©.16933638 0.02680965 0.14645309 0.016085791
14: 0.95 10 0.18535469 0.02465753 0.16475973 0.013698630
15: 0.97 10 ©.19908467 0.02234637 0.18077803 0.011173184
16: 0.98 10 ©0.20823799 0.02259887 ©.18993135 0.011299435
17: 9.99 10 0.23569794 0.02339181 0.21739130 0.005847953
18: 1.00 10 ©0.33180778 0.02666667 0.31350114 0.000000000
19: 0.50 100 0.27459954 0.03058104 0.25171625 0.012232416
20: 0.70 100 0.29061785 0.02821317 0.27002288 0.009404389
21: 0.80 100 0.30892449 0.02893891 0.28832952 0.016077170
22: 0.90 100 0.31350114 0.02912621 ©0.29290618 0.016181230
23: 0.95 100 0.32036613 0.02941176 0.29977117 0.016339869
24: 0.97 100 0.32951945 0.02657807 ©.31121281 0.013289037
25: 0.98 100 0.33638444 0.02684564 0.31807780 0.013422819
26: ©0.99 100 0.36613272 0.02807018 0.34782609 0.007017544
27: 1.00 100 0.45995423 0.02880658 ©0.44393593 0.004115226

We could also visualise the prediction effectiveness of the parameter grid on a scatterplot and look
for optimal values of indicators (Figure 1). In this case, we will use only a subset of probability values
(0.5,0.8,0.95,0.98, 1) in order to keep the scatterplot clear.

If the goal is to minimise the coded error rate, we should set the threshold values as low as possible
(prob = @.5and count = 1).

R> authorshipsGrid[authorshipsGrid$errorCoded == min(authorshipsGrid$errorCoded), 1]

prob count errorCoded errorCodedWithoutNA naCoded errorGenderBias
1: 0.5 1 0.07093822 0.03791469 0.03432494 0.01421801

However, if the goal is to have the lowest gender bias error rate, we should set the threshold
values as prob = 0.97 and count = 10. However, in this way we increase our proportion of items
with unpredicted gender from less then 4% to more than 18%.

R> authorshipsGrid[authorshipsGrid$errorGenderBias ==
+ min(abs(authorshipsGrid$errorGenderBias)), 1

prob count errorCoded errorCodedWithoutNA naCoded errorGenderBias
1: 0.97 10 0.1990847 0.02234637 0.180778 0.01117318

Case study 2: Titles of biographical articles

As in the first case study, we can train the algorithm on the second dataset with titles of biographical
articles, using a wider set of values for both probs and counts parameters. In the case of a huge
parameter grid, we can also try to run the genderizeTrain function in parallel version (see parallel
argument).

R> probs <- seq(from = 0.5, to = 0.9, by = 0.05)

R> probs <- c(probs, seq(from = 0.91, to =1, by = 0.01))
R> counts <- seq(from = 1, to = 16, by = 1)

R> titlesGrid <-

+ genderizeTrain(# parallel = TRUE,

+ x = titles$title,

+ y = titles$genderCoded,

+ givenNamesDB = givenNamesDB_titles,
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Figure 1: Effectiveness of gender prediction for given parameters from the authorship sample. The
optimal effectiveness, when all indicators have the lowest values possible, seems to be achievable with
probability = 0.50 and count = 1 and is marked on the plot as a dashed red line. The proportion of
items with unpredicted gender (naCoded) increases with the increase of parameter values. The lowest
gender bias error rate (errorGenderBias) can be achieved by setting the probability parameter to 1,
although it will greatly increase the proportion of unpredicted items.

+ probs = probs,
+ counts = counts)

Because the scatterplot for all parameter combinations would be very unclear, we have visualised
only a subset of count values: 1, 4, 7 (Figure 2). The trends and patterns that emerged from such a
simplified visualisation are similar to other combinations of parameters.

Parameter values prob = 0.70 and count = 1 minimised coded error rate for this dataset produced
a reasonable low gender bias error rate. We can also achieve lower gender bias error rate; however, it
comes with an increased proportion of unpredicted items.

R> titlesGrid[titlesGrid$errorCoded == min(titlesGrid$errorCoded), ]

prob count errorCoded errorCodedWithoutNA naCoded errorGenderBias

1: 0.7 1 0.1004367 0.06533575 0.03755459 0.02540835
R> titlesGrid[titlesGrid$errorGenderBias ==
+ min(abs(titlesGrid$errorGenderBias)), 1

prob count errorCoded errorCodedWithoutNA  naCoded errorGenderBias
1: 1 15 0.2917031 0.04023669 0.2620087 0.002366864
2: 1 16 0.2917031 0.04023669 0.2620087 0.002366864

The final decision on which set of parameter values to use can be subjective and is dependent on
the importance of each indicator in a given analysis.
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Further estimation of prediction accuracy

For further estimation of gender prediction accuracy we can use cross-validation or bootstrap methods
like Leave-One-Out Bootstrap (LOO) (Efron, 1983) and .632+ Rule (Efron and Tibshirani, 1997) as well as
Receiver Operating Characteristic (ROC) and Area Under Curve (AUC) (Fawcett, 2003) or finally Brier
Score (Brier, 1950) as one of the most popular performance metrics for probabilistic classifiers.

Bootstrapping

Up to this moment, we have only relied on the so called apparent error rate, which is the observed
inaccuracy of the fitted model to the original data points. However, the apparent error rate usually
underestimates the true error rate and gives a falsely optimistic picture of the model’s true accuracy
(Efron, 1986). To address this issue, we can calculate the Leave-One-Out (LOO) bootstrap error rate
proposed by Efron (1983).

In the LOO bootstrap procedure, we generate some number of bootstrap samples of the size of the
original sample. On each bootstrap sample, we can train our prediction algorithm by minimising the
classification error. Later, we can use optimal parameters to predict gender for items that have not
been sampled in this particular bootstrap sample. This way, we avoid testing a prediction model on
the items used for choosing the prediction parameters.

0.2-

Prediction Indicators
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errorCoded errorCodedWithoutNA naCoded errorGenderBias

Figure 2: Effectiveness of gender prediction for given parameters from the title sample. The lowest
errorCoded is achieved with probability = 0.70 and count = 1 (marked on the plot as a dashed red line),
which also yields resonable low values of other error rates. The proportion of items with unpredicted
gender (naCoded) increases periodically with the increase of the parameter values. The gender bias
error rate (errorGenderBias) could be minimised at the cost of increasing the proportion of items with
unpredicted gender. The final decision on which set of parameter values to use can be subjective and
is dependent on the importance of each indicator in a given analysis.
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As Jiang and Simon (2007) summarised, the LOO bootstrap is a smoothed version of the LOO

cross-validation. Bootstrap samples differentiate among each other more than the original LOO sets.

Moreover, for each item, the LOO bootstrap method averages the errors from the multiple predictions
made on the bootstrap samples. As a result, the LOO bootstrap estimate has a much smaller variability
than the LOO cross-validation estimate.

On the other hand, in contrast to low bias cross-validation, the LOO bootstrap in some cases
presents noticeable bias and tends to overestimate the true prediction error. The .632+ estimator was
proposed as a remedy to deal with this problem (Efron and Tibshirani, 1997).

In gender prediction, we can use these bootstrap methods, as they are implemented in genderizeR
package in the genderizeBootstrapError function.

We can still train our prediction algorithm on a large grid of parameters, or we can focus on
combinations that we suspect could yield different outcomes on different bootstrap samples. In our
titles dataset, we found that parameters prob >= 0.70 and count >= 1 give us the lowest apparent
error rate on coded items, but it is reasonable to suspect that the combination of prob >= 0.50 and
count >= 1 also could give us the lowest error rate on some random samples.

R> counts <- 1

R> probs <- c(0.5, 0.7)

R> set.seed(42)

R> bootstrapErrors <- genderizeBootstrapError(

+ # parallel = TRUE,

+ x = titles[titles$genderCoded %in% c('female', 'male')]$title,
+ y = titles[titles$genderCoded %in% c('female', 'male')]$genderCoded,
+ givenNamesDB = givenNamesDB_titles,

+ probs = probs,

+ counts = counts,

+ num_bootstraps = 50)

R> t(as.data.frame(bootstrapErrors))

[,11
apparent 0.1004367
loo_boot 0.1037184

errorRate632plus 0.1025251

All bootstrap errors are calculated only on items with gender labels and predictions. The apparent
value presents the underestimated apparent error rate; the loo_boot value provides the overestimated
LOO bootstrap error rate and the errorRate632plus value gives .632+ estimator that provides the best
estimation of prediction error rate.

ROC and AUC

In order to plot the ROC curve or calculate AUC (Fawcett, 2003) for our predictions on the title

sample, we can use the R package ROCR (Sing et al., 2005), but the datasets need to be prepared first.

We need to have a data frame that shows which title has manually coded female (or male) gender
types with a column of corresponding probabilities predicting these genders. To do that, we need to
combine the original dataset with the prediction and corresponding gender data.

R> genderizedTitles_output <- genderize(x = titles[['title']],

+ genderDB = givenNamesDB_titles,

+ progress = FALSE)

R> genderizedTitles <- cbhind(as.data.frame(titles),

+ as.data.frame(genderizedTitles_output))

R> genderizedTitles <-

+ left_join(x = genderizedTitles[, names(genderizedTitles) != 'gender'],
+ y = givenNamesDB_titles, by = c("givenName” = "name"))

R> example <- rownames(genderizedTitles[c(3, 9, 25, 27, 29, 37), 1)
R> genderizedTitles %>%

+ dplyr::select(title, genderCoded, givenName,

+ probability, count, gender) %>%

+ filter(rownames(.) %in% example)

title
1 (Jacqueline) Nancy Mary Adams, CBE, QSO 1926-2007
2 2005 R W P King Award - Robert J. Adams
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A master potter (Josiah Wedgwood)

A musician without retirement - Claus Bantzer ceases and makes it again

A pioneer in the world of advertising, Armando Testa

1

.00
.00
.98
.94
.99

3
4
5
6
genderCoded givenName probability
1 female mary
2 male robert
3 male josiah
4 male claus
5 male  armando
6 male jean

[SENSEEISESEES

.52

A tribute to Jean-Michel Quinodoz
count gender
54051 female
100216 male

43  male

81 male
329 male
26799 male

In the next step, we can compute our vector of probabilities that we use to predict a given gender

for each item.

R> d <- genderizedTitles
R> d[is.na(d[['gender']]), 1[['gender']] <- 'unknown'
R> d <- d[d[['genderCoded']] %in% c('female', 'male', 'unknown' ), ]

R> d <- d[d[['gender']] %in% c('female', 'male', 'unknown' ), ]
R> d$labels <- ifelse(d[['genderCoded']] == 'female', 1, @)

R> d$pred <- ifelse(d[['gender']] == 'female',

+ as.numeric(d[['probability'1]),

+ 1-as.numeric(d[['probability']]))

R> d %>% dplyr::select(title, genderCoded, labels, pred) %>%

+ filter(rownames(.) %in% example)
title
1 (Jacqueline) Nancy Mary Adams, CBE, QSO 1926-2007
2 2005 R W P King Award - Robert J. Adams
3 A master potter (Josiah Wedgwood)
4 A musician without retirement - Claus Bantzer ceases and makes it again
5 A pioneer in the world of advertising, Armando Testa
6 A tribute to Jean-Michel Quinodoz
genderCoded labels pred
1 female 11.00
2 male 0 0.00
3 male 0 0.02
4 male 0 0.06
5 male 0 0.01
6 male 0 0.48

Now we can plot the ROC curve and calculate the AUC.

R> library('ROCR")

R> pred <- prediction(labels = d[['labels']], predictions = d[['pred']])
R> perf <- performance(pred, measure = 'tpr', x.measure = 'fpr')

R> # area under the curve (AUC)
R> unlist(performance(pred, measure

[1] 0.9186008

= 'auc')@y.values)

The AUC value is high (0.92), so we can conclude that the gender prediction algorithm performs
well on this sample dataset. We can also treat the AUC measure as a general measure of predictiveness
(Fawecett, 2003) and use it for comparison of different prediction methods.

Brier Score

Classification errors can be misleading metrics of gender prediction effectiveness, especially in the
case when we have a great disproportion of female and male labels in the dataset. For example, in
our titles dataset we have 87% male titles. If we predict male for each item in the dataset, our
classification error will be only 13% due to small true proportion of female items.

R> titlesCoded <- titles[titles[['genderCoded']] %in% c('female', 'male'), 1]
R> cbind('N' = table(titlesCoded[['genderCoded']1]),
+ '%' = round(prop.table(table(titlesCoded[['genderCoded']1])) * 100, @))
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Figure 3: ROC curve for predicting female gender for the titles dataset. Large AUC suggests good
prediction accuracy.

N %
female 151 13
male 994 87
R> indicators <-
+ classificationErrors(labels = titlesCoded[['genderCoded']],
+ predictions = rep('male’,
+ NROW(titlesCoded[['genderCoded']1)))
R> unlist(indicators['errorCoded'])

errorCoded
0.1318777

Predicting the most frequent class on every occasion in order to minimise the classification error
rate is not an appropriate scoring rule and the prediction efficiency metrics should be penalised
for such practices. That is why we use the Brier Score, which originated from a verification system
of weather forecasts (Brier, 1950) and is known as a more proper classification accuracy score for
predictions based on probabilities.

The Brier Score was defined as the sum of squared differences between labels values (ex. 1 if an
item is a female and 0 if it is not) and pred values (probability if an item is a female) divided by the
number of all items. The R package verification (NCAR — Research Applications Laboratory, 2014)
offers an implementation of the Brier Score in the brier function.

R> library('verification')
R> brier(obs = d[['labels']], pred = d[['pred']1)[['bs']]

[1] 0.06577986

If an item’s gender is correctly predicted with probability equal to 1, then the Brier Score is 0, and
this is the best possible score. The worst score is 1.

We can also calculate presented and other metrics using a simulated bogus prediction algorithm.

Such algorithm predicts the majority class (male labels) for all items. Both AUC and Brier Score are
penalised since the bogus algorithm has just been guessing the gender using the most frequent class in
this sample dataset.
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Characteristics of prediction methods  Westetal.  Lariviere et al. genderizeR
and prediction efficiency indicators (2013) (2013) package
Source of first names data US SSA US Census genderize.io
Extracted full first names Yes Yes No
Gender probability threshold 0.95 091 0.50
Names count threshold 5 7200 1

Classification error rates (%):

coded error rate 32.49 36.84 7.09

coded error rate without NA values 1.67 213 3.79

net gender bias error 1.67 2.13 1.42
Accuracy scores:

AUC 0.926 0.920 0.927

Brier Score 0.099 0.109 0.097
Unpredicted gender (%):

of all authorships 84.40 85.23 47.71

of authorships with full first names 31.56 35.22 4.65

of manually coded gender only 31.35 35.47 3.43

Table 3: Comparison of the effectiveness of gender prediction methods.

R> pred <- prediction(labels = d[['labels']],
+ predictions = rep(@, NROW(d[['labels'11)))
R> unlist(performance(pred, measure = 'auc')Qy.values)

[1] 0.5

R> brier(obs = d[['labels']],

+ pred = rep(@, NROW(dL['labels']11)))[['bs']]
[1] 0.12119

The comparison of methods

To compare different approaches of gender prediction, we need to reproduce those methods on the
same sample that is drawn from the population of items with similar characteristics. We use an
authorships dataset as such a sample, since predicting the gender of authors of the articles was the
goal of two previously described studies.

Because the US SSA and the US Census data is available in the R packages, we can easily reproduce
methods based on such data with parameters that were chosen by the authors of the studies. However,
in the case of the method described by Lariviere et al. (2013a), we can only reproduce gender prediction
utilising the US Census data. Scraping and parsing other webpages or manually coding gender are
highly resource intensive and our goal is to find a resource effective method. Nevertheless, we can
later reproduce a confusion matrix from the study and try to estimate the real error for this mixed
method.

The efficiency indicators of gender prediction for all three methods are presented in Table 3. For
the third proposed method, we had not extracted first names from the authors’ full names, and we let
the findGivenNames function try to do this automatically.

As shown in Table 3, our proposed method based on genderize.io API outperforms methods
based on the US SSA and US Census data with the parameters set by the authors of these studies.
The percentage of items with unpredicted gender and Brier Score are clearly the lowest among all
analysed methods.

It should be noted that using data sources other than the US Census with manual coding as done
by Lariviere et al. (2013a) would probably improve the proportion of items with predicted gender in
our sample. However, it is difficult to assess the effectiveness of such a resource-consuming mixed
method without comparable prediction metrics. The authors did not explicitly present the confusion
matrix from their validation study, but we can recreate the matrix using materials from the analysed
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female male unisex  unknown initials

female 146 4 2 24 48
male 22 267 9 51 156
unknown 35 178 10 9 39

Table 4: Recreated confusion matrix from Lariviere et al.’s (2013b) study with manually coded values
(in rows) and automatically assigned values (in columns). The columns unknown, initials, and unisex
from the recreated confusion matrix could be merged to one unknown column since the gender is
unpredicted for these items.

studies, such as Table S3 Number and percentage of distinct papers and of author-papers assigned a gender
and Table S6 Percent male and female in each category from the original paper (Lariviere et al., 2013a,
p. 6). From those original tables, we know the proportions of authorships classified as female, male,
unisex, unknown and initials. The authors randomly sampled five samples of 1000 authorships from
each category and manually coded whether those items were female, male, or unknown (Lariviere et al.,
2013a). From those known proportions, we can recreate the confusion matrix that sums to 1000 for a
better perception (see Table 4).

Based on the recalculated data, the prediction indicators from the recreated confusion matrix are
even worse than those in our comparative study where only the US Census data were used. The coded
error rate is high and equals 43.3%, since the proportion of manually coded items with unpredicted
gender is also quite high 39.8%. Moreover, the gender bias error rate in the original study is worse than
in our comparative study based only on the US Census data, which suggests that using additional
data sources, manual coding, or unisex category will not necessarily increase the proportion of
items with predicted gender and can also contribute to the bias of gender proportion estimates.

Discussion

We cannot be sure how our method would perform on the same large datasets as in the described
studies. Those studies were based on many non-English names and the genderize.io database has
started gathering data mainly from public social profiles from the US and English-speaking countries,
although it is still growing every minute and incorporating new data from other countries and
languages.

The drawback of this data source is that people can put many different terms in their social
network profiles that are not their first names. This could generate noise in the genderize.io database
that could disturb gender prediction and introduce some bias if there are many instances of the same
non-first-name terms used. Surprisingly, such crowd-sourced data work even better in our comparison
study than very reliable and official data sources. In addition, we always can use a subset of the
database with most reliable records.

We could also search for first names of papers” authors by taking into account the language in
which they published their papers. Such an approach could be misleading, as many scientists publish
papers in English, although it is not their native language. Another approach is to consider the
proportion of males or females for a particular first name, while considering a year of birth of the
person in question (Mullen, 2014). This historical method could improve gender predictions, but such
birth data are often not available, especially in the discussed bibliometrics studies. However, if a year
of birth is available, we could combine the two sources and use US Census data for years of birth from
1789 to 1930 and SSA data for newer ones as proposed by Mullen (2014). The particular problem with
historic data is that the gender associated with a given name can change over time and the association
can also differ geographically (Blevins and Mullen, 2015). The functions in the genderizeR package
assume that we are looking for gender prediction based on global and contemporary gender-name
associations.

The code in the genderizeR package works fast enough for many research purposes on datasets
with more than 200 000 records of articles and their authors. Checking 108 023 unique terms through
the genderize.io API took 45 minutes (2395.2 terms per minute). I have not tested and optimised the

code for really large datasets yet, and by large datasets I mean millions of papers or authorships.

However, some functions in the package are already implemented in parallel versions and can be
used on larger datasets. I have already been experimenting with more efficient solutions from several
other packages like data.table (Dowle et al., 2014), dplyr (Wickham and Francois, 2014), stringr
(Wickham, 2012), tm (Feinerer and Hornik, 2014), and others. I am aware that many improvements
could be made to the package and I am open for suggestions or contributions to the GitHub repository
(https://github.com/kalimu/genderizeR).
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The interesting prospect that can be explored in the future is the genderizing of some larger
text corpuses. As we automatically try to ascribe gender to a title of a biographical article, we can
additionally try to find first names in a larger text corpus and count how many references there are to
females and males. It could be helpful, for example, in literature or media analysis.

Conclusion

Gender prediction is not as simple as it sometimes seems to be. In our data the gender category is not
explicitly available for the researcher as it often is from, for example, a traditional survey question.
When the name of a person in question is known, we can try to predict her or his gender based on the
first name, even if we do not know which part of the record is a first name. This has many potential
applications from big data analysis of authors of scientific papers to commercial applications where
we can customise a commercial offer based on someone’s gender without directly asking him or her
about that.

The interest in gender identification seems to be increasing as we can see it in the studies done in
recent years and in new IT tools that have emerged recently, such as genderize.io, R packages or code
extensions for Ruby or Python that utilise gender data sources like genderize.io (Stromgren, 2015a).

New tools and a variety of open data sources (from the US Census, US SSA, and others) expand the
possibilities of gender analysis, especially when they are in easy-readable machine formats. However,
there is a shortage of proper validation studies that could show how effective the methods are that
have been used for gender predictions. There is also a need to more explicitly present report prediction
efficiency metrics that can be comparable with other methods across different studies.

From comparison of the three methods in this study, we can now assume that using genderize.io
API as a gender data source is probably the best currently available approach. However, the outcomes
could vary in different contexts, so it is always recommended to perform a validation study of different
methods and compare a set of predictions metrics in order to select the most effective approach.
Moreover, one should be cautious when using combined data sources or human coders as that can
also have an adverse effect on some indicators of gender prediction efficiency.
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Conditional Fractional Gaussian Fields
with the Package FieldSim

by Alexandre Brouste, Jacques Istas and Sophie Lambert-Lacroix

Abstract We propose an effective and fast method to simulate multidimensional conditional fractional
Gaussian fields with the package FieldSim. Our method is valid not only for conditional simulations
associated to fractional Brownian fields, but to any Gaussian field and on any (non regular) grid of
points.

Introduction

Rough phenomena arise in texture simulations for image processing or medical imaging, natural
scenes simulations (clouds, mountains) and geophysical morphology modeling, financial mathematics,
ethernet traffic, etc. Some are time-indexed, some others, like texture or natural scene simulations,
should be indexed by subsets of the Euclidean spaces IR? or R3. Recent data (as the Cosmic Microwave
Background or solar data) are even indexed by a manifold.

The fractional Brownian motion (fBm), introduced by Kolmogorov (1940) (and developed by
Mandelbrot and Van Ness 1968) is nowadays widely used to model this roughness. Fractional
Brownian motions have been extended in many directions: higher dimensions with fields, anisotropy,
multifractionality, etc. This paper is devoted to a simulation method for conditional Gaussian fields.
This could improve, in the future, natural scene simulations by fixing for instance the valleys.

The simulation of fractional Gaussian processes is not difficult in dimension one (see a review
of Coeurjolly 2000). Let us recall the numerical complexity of some classical methods: the Cholesky
method has a complexity of O(N3) where N is the size of the simulated sample path. For specific
stationary processes (on a regular grid) the Levinson’s algorithm has a complexity of O(N?log N) and
the Wood and Chan algorithm (see Wood and Chan 1994) a complexity of O(N log N).

In higher dimensions, the Wood and Chan method has been extended to stationary increments
fields with the Stein’s method (Stein, 2002) ; the fractional Brownian field can therefore be simulated
on a regular grid of the plane. For general Gaussian fields on a general discrete grid, the Cholesky
method is costly and exact simulations are no longer tractable. Approximate methods have been
intensively developed (midpoint, Peitgen and Saupe 1988; turning bands, Yin 1996; truncated wavelet
decomposition) but for specific fields. On manifolds, simulation procedures based on truncated series
of eigenfunctions of the Laplace-Beltrami operator are discussed in Gelbaum and Titus (2014).

Our approach, presented in Brouste et al. (2007, 2010), is based on a 2-steps method with an exact
simulation step plus a refined fast step, that is an improvement of the midpoint method. It has been
implemented in the FieldSim package (Brouste and Lambert-Lacroix., 2015). The fieldsim simulation
method can be applied to general Gaussian processes on general simulation grids (regular and non
regular) on Euclidean spaces and even on some manifolds (see Figure 1). It is worth mentioning
that another package, RandomFields (Schlather et al., 2016), allows the simulation of a large class
of random fields such as Gaussian random fields, Poisson fields, binary fields, chi-square fields, ¢
fields and max-stable fields (see Schlather et al. 2015). In RandomFields, conditional random fields
(which are the purpose of the present paper) are given for a wide range of spatial and spatio-temporal
Gaussian random fields. Some of the default models of the FieldSim package cannot be simulated
with the help of default models of the RandomFields package. Nevertheless, it is still possible to
simulate them with the RMuser () and RFsimulate() commands of the RandomFields package. It may
be noted that the FieldSim package does not allow for the simulation of more than the RandomFields
package. FieldSim package is an alternative in which the underlying methods of simulation are
generic.

We propose here to adapt the FieldSim package to conditional simulations. Definitions and
notation will be introduced in the following section with the “process” class, the setProcess procedure
and the fieldsim procedure. The fieldsim procedure adapted to conditional Gaussian fields is

described in the next section. Simulations with the package FieldSim are presented in the last section.
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Figure 1: On the left: fractional Brownian field (top-left), multifractional Brownian field (bottom-left),

fractional Brownian sheet (top-right) and hyperbolic fractional Brownian field (bottom-right); on the
right: fractional Brownian field on the sphere.

Notation and preliminaries

Fractional Gaussian fields

Let d be a positive integer and X(-) = {X (M),M € ]Rd} be a real valued non stationary field with

zero mean and second order moments. It is worth emphasizing that we consider in this paper the
metric space R with the Euclidean norm but the method can be generalized to a smooth and complete
Riemannian manifold equipped with its geodesic distance (Brouste et al., 2010).

The covariance function R(, -) is defined by:
R(My, Mp) = cov (X(My), X(Mp)), My, Mp € R%.

This function is nonnegative definite (n.n.d.). Conversely, for any n.n.d. function R(-, -), there exists an
unique centered Gaussian field of second order structure given by R(-, ).

Different classical fractional Gaussian fields have been simulated to illustrate the FieldSim package
in Brouste et al. (2007, 2010). In the sequel, M and M’ are two points of R and | - || is the usual norm
onRRY, d = 1,2. We can cite:

1. The standard fractional Brownian fields are defined through their covariance function (e.g.,
Samorodnitsky and Taqqu 1994):

1
R(M, M) = 5 (IMIPH + [|MPH — v — MPH),

where the Hurst parameter H is real in (0,1).

2. The standard multifractional Brownian fields are defined through their covariance function (see
Peltier and Levy-Véhel 1996; Benassi et al. 1997):

R(M, M) = a(M, M) ([ M][TIM) g’ [FODM) | ag — g’ [0
where
A(M,M') = H(M) + H(M),
C ( +H M) )
SC (M) C ()

c<h>:( red) )

hsin (7th) T (2h) T (h + %)

a(M,M') =

and the Hurst parameter is a continuous function H : RY — (0,1), where T is the usual
Gamma function.

3. The standard fractional Brownian sheets are defined through their covariance function (see
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Kamont 1996):

1

R(M' M/) = 2d

d
TT{ 1M+ 28— g, — g P
i=1
where (Hy, ..., Hy) stands for the multivariate Hurst index in RY,0 < H; < 1.

4. The anisotropic fractional Brownian fields are defined through their covariance function (see
Bonami and Estrade 2003):

R(M, M) = vy (M) + vy (M) —og(M - M'),

where the variogram
vp(x) = 22PNy (H)Cp g, 0, (x)]|x]*H,

with H € (0,1), y(H) depends explicitly on H and Cp g, 9, (.) implies incomplete Beta functions
and two constants — 7 < ¢ < ¥ < 7.

The FieldSim package

In the new version 3.2 of the package FieldSim, new features have been added. The most important
add is the “process” class and the setProcess function.

An object of class “process” has different slots:

* The name of the process. Several names are reserved for classical fractional Gaussian processes:
see Table 1 for details. "cond” is used for all kind of conditional simulations (see further).

¢ The slot values stores the values of the process on the simulation (and visualization) grid.

* An object of class “manifold” which is the Riemannian manifold on which the process is lying;
an object of the class “manifold” has four slots:

— name which is the name of the manifold we consider. The name "1ine"”, "plane”, "sphere”
and "hyperboloid"” are taken for the eponymous manifolds.

— atlas which is the union of discretized domains that cover the manifold (must be a matrix
where the number of rows is the dimension of the space where the manifold lives).

- distance which is the distance considered on the manifold.
— origin which is the origin considered on the manifold (must be a point on the manifold).
The setter setManifold permits the user to create an object of class “manifold” with all its slots.
This class is already described in Brouste et al. (2010).
¢ The slot covf which contains the covariance function of the Gaussian process.
* The slot parameter which contains all the parameters associated to the covariance function of
the process. Here are the classical parameters associated to the classical process.

All the examples presented can be defined with the setProcess command (see Table 1). With the
following command, the user can set a fBm with Hurst parameter 0.7 on a regular grid of the interval
[0,1] (of size 256).

R> linefBm <- setProcess("fBm-line”, 0.7)
R> str(linefBm)

Formal class 'process' [package "FieldSim"] with 7 slots

..@ name : chr "fBm"

..@ values : num @

..@ manifold :Formal class 'manifold' [package "FieldSim"] with 4 slots
..@ name : chr "line”
..@ atlas :num [1, 1:256] @ 0.00392 0.00784 0.01176 0.01569 ...

..@ distance:function (xi, xj)
..@ origin : num [1, 1] @

..@ covf :function (xi, xj)

..@ parameter: num 0.7

..@ values2 : num @

..@ manifold2:Formal class 'manifold' [package "FieldSim"] with 4 slots
..@ name : chr "line”

..@ atlas : num [1, 1:256] 0@ 0.00392 0.00784 0.01176 0.01569 ...
..@ distance:function (xi, xj)
..@ origin : num [1, 1] @
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It is worth mentioning that the slot values is empty since there is no simulation done. Then as usual,
the user can use the fieldsim function in order to simulate the Gaussian process associated to covf on
the manifold grid defined in manifold.

R> fieldsim(linefBm)

In the fieldsim function, we can add the quantity Ne, the number of points of the grid to be simulated
in the exact step, and nbNeighbor, the number of neighbors used in the refined step. By default, Ne is
equal to the size of the grid given in atlas. The slot values are now set with the simulated values.
There exist different visualization procedures to draw the results, for instance:

R> plot(linefbm, "default")

We recall that the discretization grids can be modified with the setAtlas command. Depending on the
manifold, there are several types of grids: "regular”, "random” and "visualization”. For instance,

R> setAtlas(linefBm, "regular”, 1000)
R> fieldsim(linefBm)
R> plot(linefBm, "default")

The fieldsim procedure for conditional Gaussian fields

In order to build conditional fractional Gaussian fields, we consider a conditioning set N = {Ny,...,
Ng}, Nj € R4 i=1,...,k and the conditioning values x = (x1, .. ;)T € R¥. Then we will say that

X(-) = {X(M),M € ]Rd} is the conditional Gaussian field assoc1ated to the field X(-) (of covariance
function R) and to the conditioning pair (N, x) if the finite dimensional laws of X(-) is the same as
the finite dimensional laws of X(-) given the event {(X(Ny),..., X(N))T =: Xy = x}. We denote
by 7i(-) (resp. R(-,-)) the mean (resp. covariance) function of the process X(-). The following lemma
allows us to determine 7i(-) and R(-, -) according to R(-,-) (sketch of proof is given in Piterbag 1996,
Section A.1).

Lemma 1. Let us consider the centered Gaussian vector (Yl, Ys, ZT)T € R x R x R with the covariance

matrix
(IE(Y%) E(Y1Y) (YizT)>
2= |EMY,) E(Y3) (LZT)
E

(Zv1) E(ZY,) E(zZ')
Suppose that E(ZZT) is invertible. Then the conditional law of (Y1, Y>)T given the event {Z = z € R¥} is
Gaussian with mean ;
= _ (EMZ7) Tyy -1
i = (Figr) ) (EZZ7) 12 ()

and covariance matrix

2= (g S - (R0 ) ez @) B@m). @

In the Gaussian field context, Lemma 1 allows us to write down an explicit expression of the mean
function and the autocovariance function of the conditional Gaussian field associated to R(-,-) and to
(N,x). Let us put Y; = X(M;) and Y, = X (M) the values of the field X(-) at points M; € R? and
M, € R? respectively, and Z = Xy € RK. Therefore, all quantities in (1) and (2) can be expressed in
terms of the autocovariance function R. Precisely,

E(Y;Y;) = R(M;, M)), (i,]) € {1,2}%,

and
E(Y,Z) = R(M;,Ny), i€{1,2}, £=1,...,k

Consequently, the mean function of the conditional Gaussian field is given by
(M) = E(X(M)XI){EXyXE)} Ix, MeR- 3)

Then the autocovariance function of a conditional Gaussian field (using the (1,2)-coordinate of
Equation (2)) is given by

R(My, Mp) = R(My, Mp) — E(X(M1)X3){EXnX3) } TEXy X (Ma)). (4)
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For instance, for k = 1, we get
_ R(M,Ny)

M) = R(Ny, Np)

X1,

and
. R(Ml,Nl)R(MZer)
R(My, Ma) = R(My, Mp) = ——p g g™

Let us recall that the goal of this paper is to give a procedure that yields discretization of the
sample path of the conditional Gaussian field over a space discretization {S., S;} of R associated to
the n.n.d. autocovariance function R and the conditioning set and values (N, x) . In the sequel, we
denote by X(-) this sample path. Since the mean function (3) is known, we can consider the centered
field X(-) = X(-) — 7i(-). The fieldsim procedure for conditional Gaussian fields proceeds as follows.

Exact simulation step. Given a space discretization S, a sample of a centered Gaussian vector
(X(M)) mes, with covariance matrix R given by {f{}i,]v = R(M;, M;), M;, M € S, is simulated. Here
Ris defined by (4). This simulation is obtained by an algorithm based on Cholesky decomposition of
the matrix R.

Refined simulation step. Let S, be the remaining space discretization. For each new point M € S,
at which we want to simulate the field, X(M) is generated by using only a set of neighbors instead of
all the simulated components (as in the accurate simulation step). Precisely, let O be a neighbors set
of M (for the Euclidean distance) and Xp,, be the space generated by the variables X(M'), M’ € Oy;.
Let us remark that the neighbors set is defined with all the already simulated variables (in the accurate
and refined simulation step). Let X Xo,, (M) be the best linear combination of variables of Xp,,

approximating X (M) in the sense that the variance of the innovation
8XNM (M) = X(M) - XXOM (M)/

is minimal. The new variable X(M) is obtained by

Xxp,, (M) +/Var(ex, (M))U,

where U is a centered and reduced Gaussian variable independent of the already simulated compo-
nents. Note that the variable Xy, (M) and the variance Var(ex, (M)) are completely determined

by the covariance structure of the sequence X(M'), M’ € Oy U {M}.

Adding the mean. Finally, we compute X(M) = X(M) + iit(M) for all M € {S,, S, }.

For storage and computing time, the accurate simulation step must concern only a small number of
variables whereas the second step can relate to a larger number of variables. That leads to an effective
and fast method to simulate any Gaussian field.

It is worth mentioning that the setProcess command will check if {IE(XyX}/)} ™! exists for
common conditional simulations.

Some examples of conditional fractional Gaussian fields

We focus, in this paper, on the conditional Gaussian fields associated to the previously mentioned
fields but every other classical Gaussian field can be also simulated: standard bifractional Brownian
motion, space-time deformed fractional Brownian motion, efc. (see Brouste et al. 2007). We also
consider conditional simulations associated to fractional Gaussian fields on manifolds (hyperboloid
and sphere) (see Brouste et al. 2010 for the covariance function definition).

The procedure fieldsimis extended to the conditional Gaussian fields. We can find the setProcess
reference short-card in Table 1.

On the line

The fractional Gaussian processes on the line are fast to simulate.

Conditional simulations associated to fractional Brownian motion (fBm) and multifractional
Brownian motion (mBm) and to the conditioning set N' = {1/2,3/4,1} and conditioning values
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Figure 2: Conditional simulations associated to fractional Brownian motion and multifractional
Brownian motion. The real time (resp. CPU time) in seconds is equal to 8.430 (resp. 0.043) for the
fractional Brownian motion and 14.609 (resp. 0.111) for the multifractional Brownian motion.

x = {1,1/2,0} are illustrated on Figure 2. Here the Hurst exponent is H = 0.7 for the fBm and
H(t) =0.3+0.6¢, t € [0,1] for the mBm. The processes are simulated on a regular grid of 256 points
of [0, 1] with only an exact simulation step (S, = @).

They can be obtained with the fieldsim procedure. For instance, the mBm in Figure 2 is obtained
with:

R> funcH <- function(x) 0.3 + x * 0.6

R> cond.mBm <- setProcess("cond-mBm-line”,

+ list(Gamma = matrix(c(1/2, 1, 3/4, 0.5, 1, @), 2, 3), par = funcH))
R> fieldsim(cond.mBm)

R> plot(cond.mBm)

In the simulation below, the points of the set A/ belong to the visualization grid. When this is not
the case, the plot could show a failure for the conditioning in the region of high variability. To avoid
this, it is possible to add the points of the set V' to the visualization grid. For instance, in the previous
example, to add the point 1/6 to the visualization grid, we can use the following lines of code:

R> atlas.cond.mBm <- sort(c(cond.mBm@manifold@atlas[1, 1, 1/6))
R> cond.mBm@manifold@atlas <- matrix(atlas.mBm, nrow = 1)

Another solution is to use finer grids which contain the points of the set N.

On the plane

Conditional simulations associated to a fractional Brownian field (for H = 0.9) and multifractional
Brownian field (for H(t) = 0.3 + 0.6¢7) are illustrated in Figure 3. Conditional simulations associated to
anisotropic fields (fractional Brownian sheet with H; = 0.9, H, = 0.3, anisotropic fractional Brownian
field with H = 0.7, ¢; = ¥ and ¢, = ) are presented in Figure 4. For all the fields, we consider the
following conditioning set

k k
={(1 —— 1 =0,...,2°+1
N {(/26+1>/ (26+1/ )/k 0/ 7 + }/

and conditioning values x = 0.

All the processes are simulated on a regular grid of 4096 points of [0, 1] with 100 points for the
exact simulation step and 3996 for the refined step (with 4 neighbors). For instance, the conditional
Gaussian field associated to anistropic fractional Brownian field on [0, 1]? (see Figure 4) is given by

R> Ng <- 2%6 + 1

R> x <- seq(from = @, to = 1, length = Ng)

R> G <- cbind(rbind(rep(1, Ng - 1), x[2:Ngl, rep(@, Ng - 1)),

+ rbind(x[2: (Ng - 1)1, rep(1, Ng - 2), rep(@, Ng - 2)))

R> condfBm2d <- setProcess("cond-afBf-plane”,

+ list(Gamma = G, par = list(H = 0.7, thetal = pi/6, theta2 = pi/3)))
R> setAtlas(condfBm2d, "visualization”, 6)

R> fieldsim(condfBm2d, Ne = 100, nbNeighbor = 4)

R> plot(condfBm2d, theta = 120, phi = 30, expand = 0.5)
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Figure 3: Conditional simulations associated to a fractional Brownian field (on the left) and a multi-
fractional Brownian field (on the right). The real time (resp. CPU time) in seconds is equal to 1270.911
(resp. 6.769) for the fractional Brownian field and 1782.533 (resp. 9.953) for the multifractional Brownian
field.
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Figure 4: Conditional simulations associated to a fractional Brownian sheet (on the left) and an
anisotropic fractional Brownian field. The real time (resp. CPU time) in seconds is equal to 728.605
(resp. 4.223) for the fractional Brownian sheet and 2995.644 (resp. 14.782) for the anisotropic fractional
Brownian field.

It is worth emphasizing that, for a fixed size of the simulation grid, the simulation time of the
fieldsim procedure depends on the number of conditioning points (see for instance the fractional
Brownian field on Figures 3 and 6 for 129 and 39 conditioning points respectively). But this variation
is small compared to the variation due to the size of the simulation grid.

On the hyperboloid and on the sphere

Conditional simulations can be extended to fractional Gaussian fields on manifolds associated to the
fractional Brownian field on the hyperboloid with H = 0.7,

={01v2), 02v5)}, x=(5-5),

and a conditional fractional Brownian field on the sphere with H = 0.4,

N = {(0,0,1), Co\f)} x = (5,-5).

The two processes are simulated on a regular grid of 5400 points of R? with 100 points for the exact
simulation step and 5300 for the refined step (with 4 neighbors).

The conditional simulations associated to the fractional Brownian field on the sphere (see Figure 5)
are obtained with

R> Gamma <- matrix(c(@, @, 1, 5, 0.5, @, sqrt(3)/2, -5), 4, 2)

R> sphere.cond.fBm <- setProcess("”cond-fBm-sphere”, list(Gamma = Gamma, par = 0.4))
R> setAtlas(sphere.cond.fBm, "visualization”, 30)

R> fieldsim(sphere.cond.fBm, Ne = 100, nbNeighbor = 4)

R> plot(sphere.cond.fBm)
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Figure 5: Conditional simulations associated to the fractional Brownian field on the hyperboloid
and on the sphere. The real time (resp. CPU time) in seconds is equal to 54.567 (resp. 0.293) for the
hyperboloid and 188.807 (resp. 14.216) for the sphere.

Figure 6: Natural scene simulation. Here a 65 x 65 regular grid fractional Brownian field of Hurst
parameter H = 0.8 with 39 conditioning points (in red) is simulated. The real time (resp. CPU time) in
seconds is equal to 563.754 (resp. 3.550).

Conclusion and perspectives

We propose a generic method to simulate multidimensional conditional fractional Gaussian fields.

Our method is valid for any Gaussian field and on any (non regular) grid of points as soon as the
covariance function is available. This method is constructed to be universal (conditional simulation,
simulation on a manifold) and is consecutively not as fast as other methods defined for specific fields.
In the near future, the FieldSim package should also possess such specific methods.

Our method is adapted to conditional simulations and, consequently, permits now to simulate
easily several natural scenes (clouds, mountains) with valleys and fixed topographic points. Such a
simulation is presented in Figure 6.
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rTableICC: An R Package for Random
Generation of 2x2xK and RxC
Contingency Tables

by Haydar Demirhan

Abstract In this paper, we describe the R package rTableICC that provides an interface for random
generation of 2x2xK and RxC contingency tables constructed over either intraclass-correlated or
uncorrelated individuals. Intraclass correlations arise in studies where sampling units include more
than one individual and these individuals are correlated. The package implements random generation
of contingency tables over individuals with or without intraclass correlations under various sampling
plans. The package include two functions for the generation of K 2x2 tables over product-multinomial
sampling schemes and that of 2x2xK tables under Poisson or multinomial sampling plans. It also
contains two functions that generate Rx C tables under product-multinomial, multinomial or Poisson
sampling plans with or without intraclass correlations. The package also includes a function for
random number generation from a given probability distribution. In addition to the contingency table
format, the package also provides raw data required for further estimation purposes.

Introduction

Random generation of contingency tables is essential for simulation studies conducted over categorical
data. The main characteristic of a contingency table is determined by the assumed sampling plan
and the correlation structure between categorical variables constituting the table. There are three
main sampling plans: Poisson, multinomial, and product multinomial. In the Poisson plan, each
cell is independently Poisson distributed and there is no restriction on the total sample size. In the
multinomial plan, total sample size is fixed while row and column totals are not fixed. When one of the
margins of the table is fixed and the rest are set free, we have a product multinomial plan (Agresti, 2002;
Bishop et al., 1975). If both margins are naturally fixed, the sampling plan becomes hypergeometric,
which is seldom used in practice (Agresti, 2002). There are numerous ways in R to generate contingency
tables of various dimensions. The function r2dtable() in the base package stats generates random
two-way tables with given marginals using Patefield’s algorithm under product-multinomial sampling
(Patefield, 1981). Alternatively, one can generate a random contingency table over log-linear models
with a predetermined association structure. However, there is no package in R for random generation
of 2x2xK tables or generation of contingency tables with intraclass-correlations.

It is highly possible to have intraclass correlations (ICCs) in surveys conducted over sampling
units with more than one observation unit if these units are correlated. Familial data also include
ICCs. In a public health survey, if data are collected over families, intraclass correlations arise due to
the within family dependence. Presence of intraclass correlations can invalidate results of classical
categorical models or chi-square tests (Demirhan, 2013). Therefore, use and further developments
of methods specific to the cases with ICCs are essential. In the literature, Cohen (1976) and Altham
(1976) introduced categorical analyzes under the presence of ICCs. Borkowf (2000) proposed an
ICC statistic for contingency tables with the empirical multivariate quantile-partitioned distributions.
Nandram and Choi (2006) proposed Bayesian analysis of RxC tables with intraclass correlated cells.
Demirhan (2013) proposed Bayesian estimation of log odds ratios over Rx C contingency tables under
the presence of intraclass correlated cells. The context of ICCs is also used in applied research such as
Bi and Kuesten (2012).

Monte Carlo simulation studies are essential in the development of new statistical methods to
handle ICCs. However, there is neither a Monte Carlo approach nor an R package to implement
random generation of contingency tables under intraclass-correlated individuals. In this article, we
propose a simple approach for the generation of 2x2xK and RxC contingency tables in the presence
of ICCs between individuals under three sampling plans, and describe the R package rTableICC
(Demirhan, 2015) for the implementation of the proposed approach. In general, 2x2xK tables are
observed in multicenter studies such as clinical trials (Demirhan and Hamurkaroglu, 2008). Also,
in a genetic association study, association between existence of a disease and K single-nucleotide
polymorphisms (SNPs) can be questioned over a 2 x 2xK contingency table. In the genetics context, K
would be the number of genetic loci under investigation. The assumption is that the total sample size
under each loci is mostly known. It is highly possible to have some correlation patterns between SNPs
that cause existence of ICCs. Thus, we have a 2 x 2xK table over individuals with ICCs under product-
multinomial sampling plan. RxC tables provide a general framework for two-way contingency tables.
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Considering the areas of application, rTableICC provides a rich platform for the random generation
of contingency tables.

The package rTableICC includes four functions for random generation of 2x2xK and RxC
contingency tables with and without intraclass-correlated individuals under multinomial, product
- multinomial and Poisson sampling plans. It also has a function for random generation of data
from a given probability function. Generated tables are made available in both table and raw data
format. Additional characteristics of generated data for further estimation issues are also produced
and optionally printed out. Thus, it is possible to easily embed functions of rTableICC in other Monte
Carlo simulation codes. The latest development of rTableICC under version 1.0.3 is published on the
Comprehensive R Archive Network (CRAN).

In the following sections, the approach for the generation of random tables in the presence of ICCs
is described, details of data generation processes under considered sampling plans are mentioned,
input and output structures of rTableICC are demonstrated, and use of the package is illustrated by
several examples. We also provide a performance analysis regarding the mean running times of the
functions in the package rTableICC. Then, we conclude with a brief summary.

Data generation under ICC

Altham (1976) introduced two probabilities to deal with ICCs over an RxC contingency table. Let
Nijk be the number of individuals falling in the cell (j, k) of an RxC table from the ith cluster, where
i=1,...,,j=1,...,R k=1,...,C, and Tk be the related cell probability. The total number of
individuals in the ith cluster is shown by n; and the intraclass correlation coefficient for clusters
including t = n; individuals is denoted by 0; for t = 2,..., T, where T is the greatest family size and
6, = 0. For the events A = {All individuals in the ith cluster fall in the same cell of an RxC table
} and B = {Individuals are in different but specified cells}, the following probabilities are given by
Altham (1976):

P(A) = 67t + (1 — 6;) (i) @)

and
R C
IP( 1791L HH 7'(k n"k (2)
j=lk=1

where 0 < 6; < 1. For 2 x 2xK tables, equations (1) and (2) remain the same buti,j = 1,2.

We utilize equations (1) and (2) to incorporate ICCs into the data generation process. We work
over clusters to generate data. For all sampling plans, the total sample size either entered or obtained
over randomly generated data is distributed across the clusters. Then, for the clusters with only one
individual, because there is no ICC affecting the individual, we randomly assign it to one of the cells
of the table taking the input vector of cell probabilities into account, 7. For clusters with more than
one individual, we employ the following pseudocode algorithm to generate data under the given ICCs:

Algorithm 1.

Input 6, 7r, and number of individuals in each cluster by an M x 1 vector m;
Set i = 1 and goto step 3;

Generate all possible compositions of order R x C of cluster size m; into at most m; parts;

L

Write generated compositions to an r x ¢ matrix N, where r is the total number of possible
compositions;

o

For each composition n;j, if Yy nj = 0, compute the probablhty p] by equation (1), else if
Y njx > 0, compute the probability p; by equation (2), for j =1,.

6. Normalize the series of probabilities, p, obtained at step 5 to construct a probability function;
7. Randomly select one of the compositions based on the probability function obtained at step 6.
8. Write selected composition to an ¢ x 1 vector s; and seti =i+ 1;
9. If i < M goto step 3, else return } ; s;.
In Algorithm 1, / = R - C for RxC tables and ¢ = 4 for 2 x 2xK tables. We use the function
compositions from the package partitions (Hankin, 2006) to generate all possible compositions at the
step 3 of Algorithm 1. Each composition represents one of the possible allocations of individuals in a

cluster into target cells. For example, let us have 4 cells to distribute 5 individuals in a cluster. We run
the following code to get the 56 x 4 matrix N:

> N <- t(compositions(5, 4, include.zero = TRUE))

The R Journal Vol. 8/1, Aug. 2016 ISSN 2073-4859


http://CRAN.R-project.org/package=partitions

CONTRIBUTED RESEARCH ARTICLES

50

The resulting output looks like
[1,] 5000 [2,]4100 [3,J]3200 [4,]2300 ...

The vector (5,0,0,0) implies that all individuals in the cluster of interest fall in the first (same) cell
and corresponds to the event A, whereas the vector (2,3,0,0) implies that 2 of 5 individuals fall in
the first and the rest fall in the second cell and represents the event B. At the step 6 of Algorithm
1, we normalize the set of probabilities that consists of the probability of each possible allocation
of individuals in the cluster of interest into the cells of table. By this way, we form a probability
distribution to generate one of the possible allocation randomly. Consequently, individuals in a cluster
of size more than one are distributed into the cells of the table by Algorithm 1. After application of
Algorithm 1 for all clusters, the grand total of generated cell counts produces a randomly generated
contingency table.

Structure of the rTableICC package

The package rTableICC consists of four main functions: rTableICC.RxC, rTableICC.2x2xK, rTable.RxC
and rTable.2x2xK; and an auxiliary function rDiscrete, which is also suitable for use individually. In
the general functioning of the package, first, main inputs are checked by an initial layer according
to the presence of ICCs and used sampling plan; and then the related function is called. In addition
to general checks, specific checks are done by the related function itself. Below, we describe the
processing of each function after the general check.

Generation of RxC tables with ICC

The function rTableICC.RxC is called to generate an RxC table with ICC. Algorithm 2 describes the
functioning of rTableICC.RxC.

Algorithm 2.
1. Input sampling plan, 8, 7r, total number of individuals N or mean number of individuals A, and
total number of clusters M;

2. If sampling plan is multinomial goto step 3, product-multinomial goto step 7, and Poisson goto
step 15;

3. If any of inputs 7t and total number of individuals is not suitable then stop;

4. Distribute N individuals across M clusters with equal probabilities by rmultinom(1,N,rep(1/M,
M));

5. If the maximum number of individuals in one of the clusters is greater than the maximum
allowed cluster size then stop;

6. Employ Algorithm 1 with joint probabilities for all clusters and goto step 21;

7. If any of inputs 7t and row (column) margins is not suitable then stop;

8. Determine the fixed margin according to input parameters col.margin or row.margin and set
i=1;

9. Calculate conditional probabilities regarding the fixed margin;

10. If conditional probabilities calculated over entered row margins and 7 are not equal to each
other then stop;

11. Distribute individuals in the ith row (column) across M clusters with equal probabilities by
using the multinomial distribution;

12. If the maximum number of individuals in one of the clusters is greater than the maximum
allowed cluster size then stop;

13. Employ Algorithm 1 with calculated conditional probabilities for all clusters and seti =i + 1;
14. If i < R(C) goto step 10, else goto step 21;

15. If input A is not suitable then stop;

16. Generate number of individuals in each cell by rpois(R * C,t(lambda));

17. Calculate cell probabilities and total number of individuals N;

18. Distribute N individuals across M clusters with equal probabilities by rmultinom(1,N,rep(1/M,
M));
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19. If the maximum number of individuals in one of the clusters is greater than the maximum
allowed cluster size then stop, else goto step 20;

20. Employ Algorithm 1 with probabilities calculated at step 17 for all clusters;

21. Calculate desired output forms of generated table.

Suitability checks at steps 3, 7, and 15 are made on minimum and maximum values and dimen-
sions of input vectors. Because the total sample size, which is entered by the user for multinomial
sampling, randomly generated for Poisson sampling, and entered as a fixed row (column) margin for
product-multinomial sampling, is randomly distributed into the clusters, it is coincidentally possible to
have clusters with more individuals than the allowed maximum cluster size. In this case, the following
error message is generated:

Maximum number of individuals in one of the clusters is 14,which is greater than maximum
allowed cluster size. (1) Re-run the function, (2) increase maximum allowed cluster size
by increasing the number of elements of theta, (3) increase total number of clusters,or
(4) decrease total number of individuals!

and execution is stopped at steps 5, 12, and 19 of Algorithm 2.

For the product-multinomial sampling, suppose that row totals are fixed and #; denotes fixed row
margins. With the counts satisfying ) ; nj; = n;;, we have the following multinomial form (Agresti,
2002):

niy. njj
Tyt 41 ©
wherei=1,...,R,j=1,...,C, njj is the count of cell (7, ), and given that an individual is in the ith
row, 77;; is the conditional probability of being in the jth column of the table calculated at step 9 of
Algorithm 2. When column totals are fixed the same steps as in the case of fixed row totals are applied.

Let A be the set of clusters in which all individuals fall in a single cell of the contingency table and
A’ be the complement of A, and T be the maximum cluster size. Outputs of rTableICC.RxC include
two arrays in addition to the generated table. The first one, g, is an R x C x (T — 1) dimensional
array including the number of clusters of size t in A with all individuals in cell (7, 7); and the second,
g isa (T — 1) x 1 dimensional vector including the number of clusters of size t in A’, where i,j = 1,2
and t = 2,...,T. These arrays are required for further modeling purposes.

Generation of 2 x 2xK tables with ICC

The function rTableICC.2x2xK is called to generate a 2 x 2xK table with ICC. Algorithm 3 describes
the processing of rTableICC.2x2xK. We assume that we have K centers and a 2 x 2 table under each
center. To generate a 2 x 2xK table, rTableICC.2x2xK generates a 2 x 2 table under each center.

Algorithm 3.
1. Input sampling plan, 8, 7r, total number of individuals N or mean number of individuals A, and
total number of clusters My for k = 1,..., K under each center;

2. If sampling plan is multinomial goto step 3, product-multinomial goto step 9, and Poisson goto
step 16;

3. If any of inputs 7t and total number of individuals is not suitable then stop;

4. Distribute N individuals across ) ; My clusters with equal probabilities by rmultinom(1,N,
rep(1/sum(num.cluster),sum(num.cluster))) and store the results in a K x 1 vector c;

5. If the maximum number of individuals in one of the clusters is greater than the maximum
allowed cluster size then stop, else set k = 1;

Scale joint probabilities of the 2 x 2 table under the kth center to make them sum-up to one;
Employ Algorithm 1 with scaled joint probabilities for all clusters of center k and setk = k +1;
If k < K goto step 6, else goto step 22;

o 0 N

If any of inputs 7 and center margins is not suitable then stop;
10. Calculate conditional probabilities regarding the fixed centers and set k = 1;
11. Scale conditional probabilities of step 10 under the kth center to make them sum-up to one;

12. Distribute individuals in the kth center across Mj, clusters with equal probabilities by rmultinom(1,
NCk],rep(1/num.cluster[k],num.cluster[k]));
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13. If the maximum number of individuals in one of the clusters is greater than the maximum
allowed cluster size then stop;

14. Employ Algorithm 1 with scaled conditional probabilities for all clusters of center k and set
k=k+1;

15. If k < K goto step 11, else goto step 22;

16. If input A is not suitable then stop;

17. Generate number of individuals in each cluster by rpois(num.cluster[k],lambdalk]);

18. Calculate total number of individuals N over generated clusters at step 17;

19. Scale joint probabilities of the 2 x 2 table under the kth center to make them sum-up to one;

20. If the maximum number of individuals in one of the clusters is greater than the maximum
allowed cluster size then stop;

21. Employ Algorithm 1 with probabilities calculated at step 19 for all clusters;
22. Calculate desired output forms of generated table.

Suitability checks at steps 3, 9, and 16 are made on minimum and maximum values and dimensions
of input vectors. For the incompatibility between generated and allowed maximum cluster sizes, the
same situation as the RxC case also applies to the 2 x 2xK case. In this case, the same error message
is displayed and execution is stopped. For all sampling plans, rTableICC.2x2xK proceeds over each
center.

For product-multinomial sampling plan, suppose that center totals are denoted by #;;,, where
i,j = 1,2. Then with the counts satisfying }_;; n;jx = njj, the following multinomial form is used
(Agresti, 2002):

njy ! Niji
[Tij mijie! 1;[ Pijik @
wherek =1,...,K, ik is the count of cell (i, j, k), and given that an individual is in the kth center, Pijlk
is the conditional probability of being in the cell (i, j) of the 2 x 2 table. This multinomial form is used
to generate data under each center.

Arrays gt and g are also included in the outputs of rTableICC. 2x2xK. Here, g and g are respectively
2K x2x (T —1)and (T — 1) x 1 dimensional arrays. Their definitions are the same as RxC case.

Generation of RxC tables without ICC

The function rTable.RxC is used to generate an RxC table with independent individuals in sampling
units. In this function, the classical way of generating contingency tables over the probability distribu-
tion corresponding to the sampling plan is followed. The functioning of rTable.RxC is described in
Algorithm 4.

Algorithm 4.

1. Input sampling plan, 7r, and total number of individuals N or mean number of individuals A;
2. If sampling plan is multinomial goto step 3, product-multinomial goto step 5, and Poisson goto
step 11;

If any of inputs 7t and total (mean) number of individuals is not suitable then stop;

Distribute N individuals across RxC cells by rmultinom(1,N,pi) and goto step 12;

If any of inputs 7t and row (column) margins is not suitable then stop;

o G W

Determine the fixed margin according to input parameters col.margin or row.margin and set
i=1;
Calculate conditional probabilities regarding the fixed margin;

N

8. If conditional probabilities calculated over entered row margins and 7t are not equal to each
other then stop;

9. Distribute individuals in the ith row (column) across R (C) cells with conditional probabilities
using the multinomial distribution;

10. If i < R(C) goto step 9, else goto step 13;
11. If input A is not suitable then stop;
12. Generate number of individuals in each cell by rpois(R * C,t(lambda));
13. Calculate desired output forms of generated table.
Suitability checks at steps 3, 5, and 11 are made on minimum and maximum values and dimensions

of input vectors. For the product-multinomial sampling plan, the multinomial form in equation (3) is
used. Raw data corresponding to each individual are also generated among outputs of rTable.RxC.
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Generation of 2 x 2xK tables without ICC

The function rTable. 2x2xK is employed to generate a 2 x 2xK table with independent individuals in
sampling units. The processing of rTable.2x2xK is described in Algorithm 5. Assume that we have
K centers and a 2 x 2 table under each center. Similar to rTableICC.2x2xK, rTable.2x2xK generates a
2 x 2 table under each center to obtain a 2 x 2xK table.

Algorithm 5.

1. Input sampling plan, 7r, total number of individuals N or mean number of individuals A;

2. If sampling plan is multinomial goto step 3, product-multinomial goto step 5, and Poisson goto
step 10;

3. If any of inputs 7t and total number of individuals is not suitable then stop;

L

Distribute N individuals across 2 x 2x K cells with input probabilities by rmultinom(1,N,pi)
and goto step 12;

If any of inputs 7 and center margins is not suitable then stop, else set k = 1;
Calculate conditional probabilities for center k;

Scale conditional probabilities of step 6 under the kth center to make them sum-up to one;

® N o @

Distribute individuals in the kth center across 2 x 2 cells with scaled probabilities at step 7 by
using multinomial distribution and set k = k 4 1;

9. If k < K goto step 6, else goto step 12;
10. If input A is not suitable then stop;
11. Generate number of individuals in each cell of 2 x 2xK table by rpois(2 * 2 * K,lambda);

12. Calculate desired output forms of generated table.

Suitability checks at steps 3, 9, and 16 are made on minimum and maximum values and dimensions

of input vectors.The multinomial form in equation (4) is used for product-multinomial sampling plan.

It is possible to enter a mean number of individuals for each cell under Poisson sampling plan at step
11 of Algorithm 5 by entering an array for lambda. Raw data corresponding to each individual are also
generated among outputs of rTable. 2X2XK.

Generation of random values from a discrete probability distribution

The function rDiscrete is used to generate a random value from an empirical probability distribution.

This function is called by both rTableICC.RxC and rTableICC.2x2xK. Implementation of rDiscrete is
explained by Algorithm 6.

Algorithm 6.
1. Input empirical probability function (pf) with N levels and number of observations to be
generated;

2. Check whether input probabilities sum to one and number of observations # is a finite positive
scalar;

Calculate cumulative distribution function (cdf), F, over the input pf;
Set Aj = (F(j —1),F(j)), wherej=1,...,N,F(0) =0,and i = 1;
Generate a random value u from Uniform(0, 1) distribution;

Ifu € A;j than save j as the generated value and seti =i+ 1;

If i < n goto step 5;

® N T @w

Return the generated values.
rDiscrete returns an array of generated values and calculated cdf at step 3 of Algorithm 6.
Illustrative examples

To generate random RxC and 2 x 2xK contingency tables with or without ICCs or generate random
numbers from empirical probability functions, first one has to load the package rTableICC by

> library(rTableICC)
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Then, the relevant function is called with proper inputs.

In the first example, we illustrate two important cases that generate errors and stop execution of
functions rTableICC.RxC and rTableICC.2x2xK. In the second and third examples, we demonstrate
outputs of rTableICC.2x2xK and rTableICC.RxC. In the fourth example, we exemplify rTable.RxC,
rTable.2x2xK, and rDiscrete functions.

Example 1

In this example, we illustrate two incompatibilities between generated and allowed maximum clus-
ter sizes and total number of individuals and number of clusters for functions rTableICC.RxC and
rTableICC.2x2xK.

When a user enters the value of intraclass correlation for each cluster size, the maximum allowed
cluster size is correspondingly defined. However, because rTableICC.RxC and rTableICC.2x2xK
distribute total sample size, which is entered or generated, among the given number of clusters, we
would have clusters with number of individuals greater than the maximum allowed cluster size. This
case should be regarded while entering the values of intraclass correlations, total or mean number of
individuals, and total number of clusters.

The following code attempts to generate a 2 X 2xK contingency table with 3 centers under multi-
nomial sampling plan. Number of clusters under each sample is 25 and total number of individuals is
500. The maximum cluster size (max.cluster.size) is defined to specify the size of array including
ICCs. In this setting, it is highly possible to allocate more than 4 individuals in one of the clusters.

num.centers <- 3

sampl <- "Multinomial”

max.cluster.size <- 4

num.cluster <- 25

num.obs <- 500

ICCs <- array(0.1, dim

ICCs[1] <- @

cell.prob <- array(1/12, dim = c(num.centers, 4))

x <= rTableICC.2x2xK(p = cell.prob, theta = ICCs, M = num.cluster, sampling = sampl,
N = num.obs)

max.cluster.size)

+ VV V V YV VYV VYV

When 500 individuals are distributed across 25 clusters, the maximum cluster size is realized as 14 >
max.cluster.size, as expected. Then, execution is stopped with the following error message:

Error in rtableICC.2x2xK.main(p, theta, M, sampling, N, lambda, print.regular,
Maximum number of individuals in one of the clusters is 14, which is greater
than maximum allowed cluster size.

(1) Re-run the function,

(2) increase maximum allowed cluster size by increasing the number of
elements of theta,

(3) increase total number of clusters, or

(4) decrease total number of individuals!

Now, we change the settings to eliminate the error. rTableICC.2x2xK generates the desired table
when the total number of observations is decreased to 50, the total number of clusters is increased to
250, or the maximum cluster size is increased to 15 with the same inputs for the rest of the arguments.

User should ensure compatibility between the number of individuals and the total number
of clusters. When we run the code given above with num.obs <-50 and zero.clusters <-FALSE,
rTableICC.2x2xK tries to distribute 50 individuals to 75 clusters; and hence, the following error
message is generated:

Error in rtableICC.2x2xK.main(p, theta, M, sampling, N, lambda, zero.clusters,
Because number of individuals is less than the total number of clusters, it is
impossible to allocate an individual to each cluster! Set zero.clusters = TRUE
and re-run the function.

The problem is eliminated when zero.clusters is set to TRUE.

Example 2
In this example, the output structure of rTableICC.2x2xK is illustrated. We run the code in Example 1

with num. centers <-2, num.obs <-50, and zero.clusters <-TRUE and call print(x). The following
part presents the summary information on the data generation process.
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Call:

rTableICC.2x2xK.default(p = cell.prob, theta = ICCs, M = num.cluster,
sampling = sampl, N = num.obs, zero.clusters = TRUE, print.regular = TRUE,
print.raw = FALSE)

Process summary:
100 observations in 2 centers were successfully generated under Multinomial
sampling plan! Number of clusters for each center is as the following:
25 for Center 1
25 for Center 2
17 clusters include no individual.
21 clusters include one individual.
12 clusters include more than one individual.

Because the multinomial distribution is used to distribute the total sample size across the clusters,
there are some clusters with no individuals, as reported in the process summary. Because probabilities
used to represent intraclass correlations in equations (1) and (2) change according to cluster size, we
report the number of clusters containing one and more than one individuals in the process summary.

The following part of the output includes g;, g, and the generated table in two and three dimen-
sions.

The number of t sized clusters in the set of clusters in which all individuals fall
in cell (j,k) for j,k=1,2:

g.t =
, , Cluster of size 2
C-1C-2
Center- 1 R- 1 Q 2
Center- 1 R- 2 1 2
Center- 2 R- 1 1 0
Center- 2 R- 2 Q 1
, , Cluster of size 3
C-1C-2
Center- 1 R- 1 1 1
Center- 1 R- 2 Q Q
Center- 2 R- 1 Q 1
Center- 2 R- 2 Q Q
, , Cluster of size 4
C-1C-2
Center- 1 R- 1 Q Q
Center- 1 R- 2 Q Q
Center- 2 R- 1 Q Q
Center- 2 R- 2 Q 1

The number of clusters of size t outside the set of clusters in which all individuals
fall in a single cell: g.tilde = (@01 0 )

Generated random table in two dimensions :
R1C1T R1C2 R2C1 R2C2

Center- 1 4 10 7 7

Center- 2 3 5 5 9

Generated random table in three dimensions :

, , Center- 1
C-1C-2
R- 1 4 10
R- 2 7 7
, , Center- 2
C-1C-2
R- 1 3 5
R- 2 5 9

To illustrate the output raw data format, we run the following code:

> num.centers <- 3
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num.cluster <- 5

num.obs <- 10

ICCs <- array(0.1, dim = 4)

ICCs[1] <- 0

cell.prob <- array(1/12, dim = c(num.centers, 4))

X <- rTableICC.2x2xK(p = cell.prob, theta = ICCs, M = num.cluster,
sampling = "Multinomial”, N = num.obs)

+ V V V V V V

The resulting raw data output given below is printed as a three dimensional array. The first dimension
includes observations, the second dimension has 2K elements simultaneously representing rows of
each 2 x 2 table and each center, and the third dimension corresponds to the columns of each 2 x 2
table. Elements of the second dimension correspond to cells in (row-1, center-i), (row-2, center-i), for
i=1,...,K, respectively; hence, it has 2K elements. Those of the third dimension correspond to the
first and second columns of each 2 X 2 table, respectively.

Generated random table in raw data format =
’ b 1
C,11 [,2]1 [,3]1 [,4]1 [,5]1 [,61]
[1,1 1 4} Q ) 0 0
[2,] Q Q Q 0 Q Q
[3,] 1 Q Q 0 Q Q

[10,1 o 0 4 0 0 0

’ ’ 2
[,11 [,21 [,31 [,41L,5]L,6]
[1,1 0 0 4 0 0 0
[2,1 1 0 0 0 0 0
3,1 0 0 0 0 0 0
tié,] 0 0 4 0 1 Q
Example 3

The output structure of rTableICC.RxC is similar to that of rTableICC.2x2xK. We run the following
code to generate a 2 x 3 contingency table under a product multinomial sampling plan with fixed row
margins, zero clusters being not allowed, and cell probabilities being in accordance with the entered
counts of fixed margin.

> num.cluster <- 12

> ICCs <- array(0.1, dim = 9)

> ICCs[1] <- @

> num.obs <- 24

> zeros <- FALSE

> sampl <- "Product”

> row <- c(12, 12)

> cell.prob <- array(@, dim = c(2, 3))

> cell.prob[1, 1:2] <- 0.2

> cell.prob[1, 3] <- 0.1

> cell.prob[2, 1:2] <- 0.1

> cell.prob[2, 3] <- 0.3

> y <- rTableICC.RxC(p = cell.prob, theta = ICCs, row.margins = row, M = num.cluster,
+ sampling = sampl, zero.clusters = zeros, print.regular = TRUE,
+ print.raw = FALSE)

> print(y)

In the output of rTableICC.RxC, first the following summary table is generated. Coincidentally, there
is no cluster with more than one individual. Clusters are enforced to contain at least one individual.

Call:

rTableICC.RxC.default(p = cell.prob, theta = ICCs, M = num.cluster,
row.margins = row, sampling = sampl, zero.clusters = zeros,
print.regular = TRUE, print.raw = FALSE)

Process summary:

24 observations in 12 12 clusters were successfully generated under Product
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multinomial sampling plan!

Each cluster includes at least one individual.
12 clusters include one individual.

@ clusters include more than one individual.

In the output, the vector g; is printed in R x C format for each cluster size. The vector g is printed
as a vector and the generated table is printed in both R x C and row formats. Because there is no
cluster with more than one individual, g; and g are both composed of zeros.

The number of t sized clusters in the set of clusters in which all individuals fall in
cell (j,k) for j=1,...,R and k=1,...,C: g.t =

, , Cluster of size 2
cC-1C-2¢C-3

R- 1 0 0 Q

R- 2 0 Q Q

, , Cluster of size 9
cC-1C-2¢C-3

R- 1 0 Q Q

R- 2 0 0 Q

The number of clusters of size t outside the set of clusters in which all individuals
fall in a single cell: g.tilde = (© 000000 0 )

Generated random table in row format = ( 54 3 3 3 6 )

Generated random table in RxC format =
cC-1C-2¢C-3

R- 1 5 4 3
R- 2 3 3 6
Example 4

In this example, we run a couple of codes to illustrate random contingency table generation without
ICCs. Besides, we show outputs of the function rDiscrete.

The following code generates and prints a random 5 x 7 contingency table under multinomial
sampling plan with 124 observations and equal cell probabilities.

> num.row <- 5

> num.col <- 7

> sampl <- "Multinomial”

> cell.prob <- array(1/35, dim = c(num.row, num.col))

> num.obs <- 124

> x <- rTable.RxC(p = cell.prob, sampling = sampl, N = num.obs)
> print(x)

The corresponding output of rTable.RxC is as follows. After a brief summary, the generated table is
printed.

Call:
rTable.RxC.default(p = cell.prob, sampling = sampl, N = num.obs)

Process summary:
124 observations across 5 rows and 7 columns were successfully generated under
Multinomial sampling plan!

Generated random table in RxC format =
C-1C-2C-3C-4C-5C-6¢C-7
R- 1 4 2 3 4 5 4 4
R- 2 4 5 5 5 5 5 4
R- 3 4 1 5 3 3 2 3
R- 4 2 1 1 6 4 3 3
R- 5 2 1 4 5 7 2 3
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The following code is run to randomly generate a 2 x 2x3 contingency table under Poisson
sampling plan with determined mean number of individuals for each cell.

> num.centers <- 3

> sampl <- "Poisson”

> cell.mean <- array(3, dim = c(2, 2, num.centers))

> z <- rTable.2x2xK(sampling = sampl, lambda = cell.mean)
> print(z)

Consequently, 31 observations were generated under 3 centers.

Call:
rTable.2x2xK.default(sampling = sampl, lambda = cell.mean)

Process summary:

31 observations in 3 centers were successfully generated under Poisson sampling plan!

Generated random table in 2x2xK format =

, , Center- 1
cC-1¢C-2
R- 1 1 4
R- 2 2 4
, , Center- 2
cC-1¢C-2
R- 1 6 3
R- 2 2 4
, , Center- 3
cC-1¢C- 2

R- 1 2 3
R- 2 2 2

To generate random values from an empirical probability function, we call rDiscrete. We run the
following code to generate two random values from a given probability function:

> p <- ¢c(0.23, 0.11, 0.05, 0.03, 0.31, 0.03, 0.22, 0.02)
> rDiscrete(n = 2, pf = p)

Consequently, the generated random values and corresponding cdf are printed.

$rDiscrete
(1117

$cdf
[1] 0.00 0.23 0.34 0.39 0.42 0.73 0.76 ©.98 1.00

Performance

The package rtableICC is intended to be used in combinaion with other code that implements Monte
Carlo simulation. Therefore, the computational performance of rtableICC is of importance. We
investigate running times of functions in rtableICC under various combinations of table structure,
sample size, and sampling plan. Tables 1 and 2 show test conditions of each function of rtableICC
related with 2 x 2xK and RxC contingency tables, respectively. The value of ICC is taken as 0.1 for
all cluster sizes and related functions. Each test combination was repeated 5 times and mean and
variance of the running times were recorded. Because of the obtained small variances, 5 replications
were found sufficient. The maximum number of allowed clusters was taken high enough to have the
code successfully run through. In the rTableICC.2x2xK and rTableICC.RxC functions, the argument
zero.clusters was set to TRUE to allow clusters with no individuals. Note that when zero.clusters
is set to FALSE, we get shorter mean running times. All the combinations were run on a MAC-Pro
computer equipped with 6 Intel(R) Xenon(R) CPU E5-1650 v2 at 3.5GHz, 16 GB of RAM, and Windows
8.1 operating system.

For multinomial, Poisson, and product multinomial sampling plans, scatter plots representing
the mean running times of rTableICC. 2x2xK according to some of the considered factors are given in
Figure 1. Due to the small variances within repetitions, plots are drawn only for the mean running
times.
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Plan N. of Observations ~ N. of Centers  N. of Clusters Cell Mean Center Margins

rTableICC.2x2xK ~ Mult.  10,25,50,...,2-10° 2,4,...,100 5,6,...,100 — —
rTable.2x2xk ~ Mult.  10,25,50,...,2-10* 2,4,...,20 — — —
rTableICC.2x2xK Poi. — 2,4,...,20 5,10,...,100 1,2,...,10

rTable.2x2xK Poi. — 2,4,...,50 — 05,1,...,50 —
rTableICC.2x2xK Pro. — 2,4,...,20 5,10,...,100 — 5,10,...,200
rTable.2x2xK Pro. — 2,4,...,50 — — 5,10,...,500

N: Number; Mult: Multinomial; Poi: Poisson; Pro: Product Multinomial; Plan: Sampling plan.

Table 1: Test conditions for the rTableICC.2x2xK and rTable. 2x2xK functions.

Plan N. of Obs. N.of Rows  N.of Columns  N. of Clusters Cell Mean Row Margins

rTableICC.RxC ~ Mult.  10,20,...,200 2,3,...,5 R,R+1,...,5 5,10,...,100 — —
rTable.RxC Mult.  25,50,...,10% 2,3,...,20 R,R+1,...,20

rTableICC.RxC Poi. — 2,3,...,5 R,R+1,...,20 15,20,...,100 12,...,7 —
rTable.RxC Poi. — 2,3,...,20 R,R+1,...,20 — 0.5,1,...,10 —

rTableICC.RxC Pro. — 2,3,...,5 R,R+1,...,5 20,25,...,40 — 20,25, ...,200
rTable.RxC Pro. — 2,3,...,10 R,R+1,...,10 — — 5,10,...,2000

N: Number; Mult: Multinomial; Poi: Poisson; Pro: Product Multinomial; Obs: Observations; Plan: Sampling plan.

Table 2: Test conditions for the rTableICC.RxC and rTable.RxC functions. The number of columns
starts from number of rows denoted by R under number of columns.

For the multinomial sampling plan, the scatter plot of mean implementation time versus number
of observations colored according to number of clusters is very similar to the one given in panel (a) of
Figure 1. For the Poisson sampling plan, the scatter plot of mean running time versus mean number of
observations in each cell colored according to number of centers is very similar to the one given in
panel (b) of Figure 1. For the product multinomial sampling plan, the scatter plot of mean running
time versus fixed row totals colored according to number of centers is very similar to the one given in
panel (c) of Figure 1. Therefore, these plots are omitted here.

Under the multinomial sampling plan, the mean running time for rTableICC.2x2xK is equally
affected by number of clusters and number of centers. The number of observations has the primary
effect on mean running time. We have long mean running times even for small number of clusters
or number of centers if the number of observations is large. Smaller mean running times with high
number of centers were recorded for small number of clusters and vice versa. Due to high running
times in a small portion of test combinations, the overall distribution of times is right-skewed. The
overall median of mean running times is 0.589 seconds with overall median variance of 0.002 and 75%
of the mean running times are less than 0.945 seconds over the test combinations. Under the Poisson
sampling plan, the mean running time of rTableICC.2x2xK increases along with the mean number of
observations in each cell. We have high running times for greater number of clusters. The same case is
also seen for greater number of centers. The mean number of observations in each cell is the dominant
factor on implementation time. The overall distribution of mean running times is right-skewed. The
overall median of mean running times is 1.109 seconds with overall median variance of 0.016 and 75%
of the mean running times are less than 2.793 seconds over the test combinations. Under the product
multinomial sampling plan with fixed row margins, the mean running time for rTableICC.2x2xK
increases with increasing number of observations in each fixed margin. Also, we have longer running
times for both greater number of centers and number of clusters. Rarely, it is also possible to have
long running times for a moderate number of clusters or a moderate number of centers. The number
of observations in the fixed margins has the primary effect on the mean running time. The overall
distribution of mean running times is highly right-skewed due to the outlier value seen in panel (c) of
Figure 1. The overall median of mean running times is 0.528 seconds with overall median variance of
0.002 and 75% of the mean running times are less than 1.065 seconds over the test combinations.

When the function rTable. 2x2xK was run under the multinomial sampling plan with correspond-
ing test combinations given in Table 1, all of the mean running times were less than 10~® with overall
median variance less than 10~8. Therefore, there is no identifiable effect of the test factors on the
running time of rTable.2x2xK; and hence, no plots are provided for the mean running times of
rTable.2x2xK. It is possible to record higher running times with a greater number of observations or
number of centers. However, setting these parameters to such large values is unreasonable. For the
Poisson sampling plan, the maximum mean implementation time over all of the corresponding test
combinations in Table 1 is 0.013 seconds. The effect of the number of centers on running time is unob-
servable. The overall median of mean running times is less than 10~ seconds and the overall average
of mean running times is 0.001 seconds with overall median variance less than 10~8. This is due to
the nature of the Poisson distribution where in some runs we have a great number of observations in
some cells. A similar situation is also seen for the product multinomial sampling plan. Overall the
maximum mean running time is 0.013 seconds, the overall average of mean running times is 0.002
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Figure 1: Performance of the rTableICC.2x2xK function under multinomial, Poisson, and product
multinomial sampling plans. Panels (a) and (c) represent mean running time versus number of obser-
vations colored according to number of centers for the multinomial and product multinomial sampling
plans, respectively. Panel (c) represents mean running time versus mean number of observations in
each cell colored according to number of clusters for the Poisson sampling plan.
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seconds with overall median variance less than 10~8. The effect of the number of centers is negligible.

For the function rTableICC.RxC, plots of mean implementation time versus number of observa-
tions and number of clusters colored by number of rows under multinomial, Poisson, and product
multinomial samplings are given in Figure 2. Corresponding plots colored by number of columns are
very similar to those seen in Figure 2; hence, they are omitted here. For the multinomial sampling plan,
mean running times are severely affected by both increasing number of observations and increasing
number of rows. However, this is not seen for an increasing number of clusters. We have long mean
running times for moderate and small number of clusters. Number of rows (columns) and number
of observations are mainly impactful on the running time of rTableICC.RxC under the multinomial
sampling plan. For the multinomial sampling plan, the overall average of mean running times is
21.312 seconds with median variance of 0.015. The overall median of mean running times is 0.515
seconds, their distribution is highly right-skewed, and 75% of the mean running times are less than
2.999 seconds. For the Poisson sampling plan, the mean running time is mainly affected by the mean
number of observations in each cell. Because of the nature of the Poisson distribution, it is possible
to obtain long running times even for small number of rows (columns) or clusters. Therefore, we
limited the mean number of observations in each cell by 7 in test combinations. The overall average
of mean running times is 8.419 seconds with median variance less than 10~8. The overall median of
mean running times is 0.047 seconds, their distribution is highly right-skewed, and 75% of the mean
running times are less than 0.307 seconds. For the product multinomial sampling plan, the running
time is mainly affected by both fixed row counts and number of rows (columns). It is possible to have
long running times even for smaller number of clusters if row counts are high. The overall average of
mean running times is 0.198 seconds with median variance of 1.33 - 10~4. The overall median of mean
running times is 0.147 seconds, their distribution is right-skewed, and 75% of the mean running times
are less than 0.263 seconds.

For the function rTable.RxC, we have similar results than for rTable. 2x2xK. Under multinomial,
Poisson, and Product multinomial sampling plans, the overall averages of mean running times are
0.00007, 0.001, and 0.001 with overall median variances less than 108, 1.92 - 10>, and 1.86 - 1075,
respectively. The overall medians of mean running times are all less than 107°. Because we have
several outliers in the Poisson and product multinomial sampling plans, the overall average mean
running times are greater than 10~4. Due to these numerical results, we cannot identify a significant
effect of neither number of rows or columns nor number of observations in cells on the performance
of rTable.RxC.

In conclusion, the performance of the functions generating tables without ICC is better than those
generating tables with ICCs. Running times of both rTable.2x2xK and rTable.RxC are not notably
affected by the values of their arguments and short enough to be used in combination with other
Monte Carlo simulation algorithms. Running times of both rTableICC.2x2xK and rTableICC.RxC are
severely affected by the process carried out by the function compositions of the package partitions.
Therefore, their running times are sensitive to inputs and, in general, affected by the total number of
individuals to be generated. If generation of a table with a very large total number of individuals is
intended, a smaller number of individuals can be generated by a proper scaling on the number of
individuals in each cell.

Summary

In this article, we introduced the R package rTableICC to generate 2x2xK and RxC contingency
tables with and without intraclass-correlated individuals. We described a new approach implemented
in functions rTableICC.2x2xK and rTableICC.RxC for the generation of tables under the presence of
intraclass correlations between individuals. Also, we described the function rDiscrete for random
number generation from empirical probability functions. We provided detailed algorithms working
behind the functions and illustrated use and input-output structures of functions in rTableICC by
numerical examples. Then, we conducted a detailed performance analysis over mean running times
of functions rTableICC.2x2xK, rTable.2x2xK, rTable.RxC, and rTableICC.RxC. In the performance
analysis, we obtained very short running times for the functions rTable. 2x2xK and rTable.RxC, and
reasonable running times for the functions rTableICC.2x2xK and rTableICC.RxC.

As a limitation, when there is ICCs between individuals and the number of rows or columns is
greater than 5, functions rTableICC.2x2xK and rTableICC.RxC may require long running times based
on the total number of individuals to be generated. The cause of this situation is the execution time
required by the compositions function of the package partitions. To overcome this limitation, we are
planning to decrease complexity of some inner loops of both rTableICC.2x2xK and rTableICC.RxC
functions in forthcoming versions of rTableICC.
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Figure 2: Performance of the rTableICC.RxC function under considered sampling plans. Panel (a)
shows mean running time versus number of observations colored by number of rows for the multi-
nomial sampling plan. Panel (c) shows mean running time versus mean number of observations in
each cell colored by number of rows for the Poisson sampling plan. Panel (e) shows mean running
time versus fixed row counts colored by number of rows for the product multinomial sampling plan.
Panels (b), (d), and (f) represent mean running time versus number of clusters colored by number of
rows for the multinomial, Poisson, and product multinomial sampling plans, respectively.
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Maps, Coordinate Reference Systems and
Visualising Geographic Data with

mapmisc
by Patrick E. Brown

Abstract The mapmisc package provides functions for visualising geospatial data, including fetching
background map layers, producing colour scales and legends, and adding scale bars and orientation
arrows to plots. Background maps are returned in the coordinate reference system of the dataset
supplied, and inset maps and direction arrows reflect the map projection being plotted. This is a “light
weight” package having an emphasis on simplicity and ease of use.

Introduction

R has extensive facilities for managing, manipulating, and visualising spatial data, with the sp
(Pebesma and Bivand, 2005) and raster (Hijmans, 2015b) packages providing a set of object classes and
core functions which numerous other packages have built on. It is fairly straightforward to import
spatial data of a variety of types and from a range of sources including: images for map backgrounds;
high-resolution pixel grids of surface elevation; and polygons of administrative region boundaries.
Large volumes of such data are available for download from sites such as worldgrids.org, gadm.org,
and nhgis.org, and map images are freely available from OpenStreetMap.org and other online maps.
The first issue often encountered after downloading and importing spatial data is reconciling different
coordinate reference systems (CRS’s, or map projections). Most repositories of spatial data provide
longitude-latitude coordinates, although single-country data sources often use a country-specific
map projection (i.e. the UK’s Ordinance Survey National Grid) and online maps mostly use the Web
Mercator projection. The suitability of a particular map projection will depend on the geographic
region being considered and the specific problem at hand.

The mapmisc package (Brown, 2016) provides tools for working with projected data which cover
the following four areas:

¢ producing maps with projected data, including scale bars, background images, and inset maps;
¢ defining and using equal-area map projections for displaying the entire globe;
* creating optimal region-specific map projections where distances are preserved; and

* mapping with colour scales for continuous and categorical data.

This paper will cover each of these points in turn, working through examples and briefly describing
the operations by the functions in the mapmisc package. An emphasis is given to tidy, intuitive, and
reproducible code accessible for students and non-specialists.

Installation and related packages

The two most important packages required for using spatial data in R are the sp and raster packages,
which provide tools and classes for vector data (spatial data on a continuous domain) and raster data
(defined on a pixelated grid) respectively. Installing mapmisc with install.packages("mapmisc”)
or by using a menu item on a GUI will install sp and raster if they are not already present. A third
important spatial package is rgdal (Bivand et al., 2016), which provides methods for re-projecting
coordinates and importing spatial data in various file formats. The Geographic Data Abstraction
Language (GDAL) underlies rgdal, aligning with R’s UNIX-like philosophy of combining separate
and specialised pieces of software. On most UNIX-based systems, the GDAL and proj4 software must
be installed separately prior to installing rgdal. All versions of Windows and most versions of MacOS
have binary versions of rgdal which include the GDAL and proj4 binaries, and rgdal can be installed
in the same manner as any other R package.

Additional packages used by mapmisc are: RColorBrewer (Neuwirth, 2014), classInt (Bivand,
2015), rgeos (Bivand and Rundel, 2016), and geosphere (Hijmans, 2015a). These four packages
and rgdal are not always installed automatically with mapmisc, as they are marked as “suggested”
packages with mapmisc being usable with a reduced level of functionality without them. Three
further packages necessary for reproducing the examples in this paper are dismo (Hijmans et al., 2016),
maptools (Bivand and Lewin-Koh, 2016), and R.utils (Bengtsson, 2016).

Loading the packages with
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library("rgdal")
library("mapmisc")

also makes sp and raster available. The remaining packages do not need to be loaded explicitly and
will be called by mapmisc as needed.

Getting started with spatial datain R

The getData function provided by raster is able to download a number of useful and interesting
spatial datasets. The coastline and borders of Finland can be fetched with

finland <- raster::getData("GADM", country = "FIN", level = 0)

The object finland is a “SpatialPolygonsDataFrame”, and Bivand et al. (2013) contains a wealth of
information on working with objects of this type. The command

plot(finland, axes = TRUE)

produces the plot in Figure 1a.

The choice of Finland as an example is due to its being far from the equator, and a useful contrast
on the other side of the world is New Zealand. The coastline of New Zealand, obtained with

nz <- raster::getData("GADM", country = "NZL", level = 0)
includes a number of small outlying islands. The spatial extent of the nz object,

raster::extent(nz)

## class . Extent
## xmin . =179
## xmax . 179
## ymin : -52.6
## ymax 1 -29.2

spans the entire globe in the x-direction since New Zealand has islands on both sides of the 180°
meridian. Finding an appropriate axis limit through trial and error brings one to

plot(nz, xlim = c(167, 178), axes = TRUE)

and the map in Figure 1b.

The outlying islands can be removed from the nz object using the crop function in the raster
package, which in turn calls rgeos. Using the locator function and a few iterations of trial and error
leads to the discovery that a region spanning 160 to 180 degrees longitude and —47 to —30 degrees
latitude boxes in the main islands of New Zealand fairly tightly. The parts of New Zealand contained
within this box can be extracted by creating an extent object and passing it to crop.

nzClip <- raster::crop(nz, extent(160, 180, -47, -30))

The finland and nzClip objects will be used in the mapping examples which follow.

Working with map projections

This section covers mapping projected data and defining customised map projections. Adding
background images, scale bars, and inset maps to plots with the map.new, openmap, scaleBar, and
insetMap functions is demonstrated in the production of Figure 2. Map projections suitable for
displaying the entire globe are constructed with the moll function, and along with the wrapPolys
function Figure 5 is made. Map projections where Euclidean distances from x-y coordinates are useful
approximations of shortest distances between points on the globe are obtained with the omerc function
and used to produce Figure 7.

Spatial data with coordinate reference systems

The spatial coordinates in Figures la and 1b are angles of longitudes and latitudes; coordinates
which would be equivalent to the two angles of the spherical coordinate system (p, 6, ¢) familiar
to mathematicians were it not for the inconvenient fact that the Earth is not spherical. The Earth is
rather an oblate spheroid, slightly “squashed” or pumpkin-shaped, and the angles of orientations
of lines pointing directly “up” (with reference to the stars) and “down” (as defined by a plumb line
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pulled straight by gravity) differ. As a result, various types of long-lat coordinates are in use, with the
World Geodesic System (WGS84) used by Global Positioning Systems being the most widespread. The
European Petroleum Standards Group (EPSG) catalogue of Coordinate Reference Systems (or CRS’s)
refers to this system by the code 4326, and this code can be used to create an R object of class “CRS”
corresponding to the WGS84 system using the CRS function from the sp package.

sp::CRS("+init=epsg:4326")

## CRS arguments:
## +init=epsg:4326 +proj=longlat +datum=WGS84 +no_defs +ellps=WGS84
## +towgs84=0,0,0

The syntax of +argument=value for specifying a CRS comes from the PROJ.4 Cartographic Projec-
tions Library, with +proj=longlat indicating coordinates are angles and ellps=WGS84 specifying
that the Earth is an ellipsoid with values of the major axis length, minor axis length, and flattening
corresponding to the WGS84 specification.

The difficulty angular coordinates pose for interpreting maps or using spatial statistics is that
Euclidean distance 1/x2 + y2 is not always a useful measure of the distance separating two points.
The shortest route between two points on a sphere follows a Great Circle which divides the globe
into two equal halves. The distance between two points along this path, the Great Circle distance
(see Wikipedia, 2015a), can be computed with a trigonometric formula as implemented in the spDists
function in sp. Euclidean distance will be roughly proportional to Great Circle distance for two
points near the equator and reasonably close to one another. In Finland and New Zealand, however,
Euclidean distance will over-emphasise the east-west direction since one degree of longitude is a much
shorter distance (in kilometres) than one degree of latitude. It is for this reason that Greenland appears
larger than India on many maps even though the opposite is true. Most R packages which perform
spatial analyses rely on Euclidean distance, including this author’s geostatsp (Brown, 2015), even
though Great Circle distance would be straightforward to implement. Fitting a spatial model with
geostatsp to data in long-lat coordinates from Finland might uncover directional effects with strong
correlation in the east-west direction, which could well be an artefact arising from the over-estimation
of east-west distances. The importance of transforming spherical coordinates to a coordinate system
where the Euclidean distance is a reasonable approximation to the Great Circle distance should not be
under-estimated.

Most countries have an “official” CRS which produces accurate Euclidean distances for specific
areas of the globe, one of which is the Finland Uniform Coordinate System having EPSG code 2393.
This projection is obtained in R by CRS with

CRS("+init=epsg:2393")

## CRS arguments:

## +init=epsg:2393 +proj=tmerc +lat_0=0 +lon_0=27 +k=1 +x_0=3500000 +y_0=0
## +ellps=intl +towgs84=-96.062,-82.428,-121.753,4.801,0.345,-1.376,1.496
## +units=m +no_defs

This is a Transverse Mercator projection (+proj=tmerc) with x and y coordinates giving positions on
a cylinder containing the earth. The entry +lon_0=27 indicates that the cylinder touches the Earth
along the 27° meridian line. Provided two points are reasonably close to the 27° meridian, Euclidean
distance between their Finland Uniform Coordinates will be very close to the true distance between
them. The map of Finland can be converted to this coordinate system using spTransform from sp and
rgdal with

finlandMerc <- spTransform(finland, CRS("+init=epsg:2393"))

Figure 1c is the result of plotting this object with plot(finlandMerc,axes = TRUE). Notice the
projected map has a wider base and narrower top than the long-lat map in Figure 1a. The coordinates
in Figure 1c refer to an origin where the 27° meridian intersects the equator, with the +x_0= argument
above indicating that 3,500km are added to the x coordinates.

Cylindrical map projections can be constructed from any cylinder containing the Earth, and there
is no mathematical requirement to use one of the standard transverse Mercator projections with an
EPSG number. For example, a given user might consider the point (170°E, 45°S) to be an intuitive
location for the origin of the transformed map of New Zealand, and thus decide to define a custom
CRS with this centre. The cylinder can follow any Great Circle, it need not be a meridian line, and a
Great Circle angled 40° clockwise would run the length of the two islands. Cylindrical projections with
an angle are termed Oblique Mercator projections (see Snyder, 1987, page 66), and can be constructed
with the assistance of mapmisc’s omerc function. A custom projection with the (170°E, 45°S) origin
and a 40° rotation is obtained by
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Figure 1: Basic maps of Finland and New Zealand in different Coordinate Reference Systems.

nzCrs <- omerc(c(170, -45), angle = 40)
nzCrs

## CRS arguments:
## +proj=omerc +lat_0=-45 +lonc=170 +alpha=40 +k=1 +x_0=0 +y_0=0 +gamma=0
## +ellps=WGS84 +units=m

The difference between the above and the projection for Finland is the omerc in place of tmerc, with
the additional argument +alpha=40 specifying an angle. The New Zealand coastline can be projected
to this CRS with spTransform.

nzRot <- spTransform(nzClip, nzCrs)

Figure 1d results from executing plot(nzRot,axes = TRUE), and New Zealand has been rotated 40°
to a vertical position.

Finding a projection

When choosing a map projection for a dataset, a simple web search of a phrase such as “map projection
finland epsg” will often give clear advice as to what the most commonly used national CRS is. A
number of tools in rgdal can be used to obtain a projection in a more systematic manner. Below
the make_EPSG function creates a table of all EPSG coded CRS’s which rgdal supports, and a grep
command used to show all those projections with “Finland” in its description. The resulting list of
projections below confirms that 2393 is a sensible choice.

allEpsg <- rgdal: :make_EPSG()
allkEpsglgrep(”"Finland”, allEpsg$note), 1:2]

# code note
## 859 2391 # KKJ / Finland zone 1
## 860 2392 # KKJ / Finland zone 2
## 861 2393 # KKJ / Finland Uniform Coordinate System
## 862 2394 # KKJ / Finland zone 4
## 1853 3386 # KKJ / Finland zone @
## 1854 3387 # KKJ / Finland zone 5

## 4929 3901 # KKJ / Finland Uniform Coordinate System + N60@ height

A second method for obtaining a CRS is to make a rough guess at a projection string and use
showEPSG to attempt to find a corresponding EPSG code. Were one to use a Universal Transverse
Mercator (or UTM) projection for a map of Finland, a web search for “UTM zone map” shows that
Finland lies in UTM zone 35. A proj4 specification of a UTM zone 35 projection will contain +proj=utm
and +zone=35, and showEPSG states that the EPSG code 32635 corresponds to an appropriate CRS.

rgdal: : showEPSG("+proj=utm +zone=35")
## [1] "32635"

CRS("+init=epsg:32635")
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Figure 2: Maps produced using the mapmisc package, containing background images, inset maps,
and scale bars.

## CRS arguments:
## +init=epsg:32635 +proj=utm +zone=35 +datum=WGS84 +units=m +no_defs
## +ellps=WGS84 +towgs84=0,0,0

The definitive resource for information on national map projections is contained in the monthly
bulletins of The Imaging and Geospatial Information Society. The GridsDatums data set in rgdal gives
the year and month for each country’s entry at www.asprs.org/Grids-Datums.html. The entry for
Finland appears in the October 2006 issue.

data("GridsDatums"”, package = "rgdal")
GridsDatums[grep(”"Finland”, GridsDatums$country), ]

## country month year ISO
## 100 Republic of Finland (October) 2006 FIN

Mapping projected data

The mapmisc functions openmap, map . new, scaleBar, and insetMap can be used together to improve
on the basic maps in Figure 1, and they are used here to add background images, a scale bar, and an
inset map to Figure 2.

Background map images are obtained from the openmap function, which downloads image files
from OpenStreetMap.org or a number of other sources. The images used in Figure 2 were obtained
with

nzBg <- openmap(nzRot, path = "mapquest-sat”)
finlandBg <- openmap(finlandMerc, path = "landscape")

The first argument of openmap is used to set both the spatial extent of the map to be retrieved and
the CRS the map will be projected to. Any spatial object x for which extent(x) and projection(x)
are defined can be provided to openmap. The path = argument specifies the source of the map, and
sample maps from the various sources are shown in Figure 11 in the Appendix. The objects produced
by openmap are raster objects, converted from image files downloaded from web map servers. The
Finland map is an object of class “RasterLayer”.

finlandBg
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## class : RasterLayer

## dimensions : 768, 376, 288768 (nrow, ncol, ncell)

## resolution : 2747, 2252 (x, y)

## extent : 2889952, 3922969, 6183827, 7913059 (xmin, xmax, ymin, ymax)

## coord. ref. : +init=epsg:2393 +proj=tmerc +lat_0=0 +lon_0=27 +k=1 +x_0=3500000 +. ..
## data source : in memory

## names : landscape

## values : 1, 1022 (min, max)

Notice that the CRS is the same as for the finlandMerc object. The New Zealand map is a “RasterStack”
with red, green and blue layers.

nzBg

## class : RasterStack
## dimensions : 512, 289, 147968, 3 (nrow, ncol, ncell, nlayers)
## resolution : 5237, 5190 (x, y)

## extent : -le+06, 510285, -977333, 1680003 (xmin, xmax, ymin, ymax)

## coord. ref. : +proj=omerc +lat_0=-45 +lonc=170 +alpha=40 +k=1 +x_0=0 +y_0=0 +gam. ..
## names : mapquest.satRed, mapquest.satGreen, mapquest.satBlue

## min values : Q, Q, 0

## max values : 248, 250, 247

The Finland map can be viewed with plot(finlandBg), whereas the three-layered New Zealand map
needs the plotRGB function for plotting its red, green and blue values as colours.

Figure 2a is produced with the four function calls below.

map.new(finlandMerc, 0.8)

plot(finlandBg, add = TRUE)

plot(finlandMerc, add = TRUE)

scaleBar(finlandMerc, "bottomright")

insetMap(finlandMerc, "right”, width = 0.3, cropInset = extent(@, 180, -50, 70))

The functions run are the following:

* map.new initialises a new plot area suitable for showing finlandMerc. The second argument
set to 0.8 specifies that the left 80% of the plot will contain the map and the right 20% will be
reserved for legends or inset maps.

* plot(finlandBg,add = TRUE) adds the background map to the existing plot.
* plot(finlandMerc,add = TRUE) adds the border of Finland from the finlandMerc object.

* scaleBar produces the 200km scale and north arrow at the bottom right. The finlandMerc
object is required to inform scaleBar that the Finland Uniform Coordinate System is used, and
scaleBar(CRS("+init=epsg:2393"), "bottomright”) would have achieved the same effect.

* insetMap produces the small map to the right, showing in red on the inset map the area covered
by the plot. As with scaleBar it uses finlandMerc to obtain the CRS of the map coordinates.
The width argument specifies the width of the inset map as a fraction of the plotting region. The
cropInset argument produces an inset map where New Zealand (at 170°E and 45°S) is in the
south-west corner, and the northern limit of Finland (roughly 70°) is encompassed.

The New Zealand map in Figure 2b is produced with similar code.

map.new(nzRot, 0.8)

plotRGB(nzBg, add = TRUE)

rgdal::1lgridlines(nzRot, col = "yellow")

plot(nzRot, add = TRUE, border = "red")

scaleBar(nzRot, "left")

insetMap(nzRot, "right”, width = 0.3, croplnset = extent(@, 180, -50, 70))

The use of plotRGB in place of plot is used for the background map, and the scale bar has been placed
at the centre-left. The 11gridlines function from rgdal added latitude and meridian lines in yellow.

The images in Figure 2 have dimensions of 4 by 5 inches, saved as png files with 72 pixels per inch.
Executing the code above in an interactive R session will likely produce maps with a slightly different
appearance unless the graphics window has these same dimensions. This document is produced with
knitr (Xie, 2015), and the figure dimensions are set with the fig.height = and fig.width = options
to code chunks.
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The map images in finlandBg and nzBg were retrieved from OpenStreetMap.org and MapQuest re-
spectively, and although they are free to use and reproduce they must be attributed. The openmapAttribution
function produces an attribution for an object produced by openmap or a string valid as a path = ar-
gument for openmap. An attribution for nzBg (or "mapquest-sat”), as in the caption for Figure 2, is
produced with

openmapAttribution(nzBg, short = TRUE)

## mapquest.sat
## "Tiles courtesy of MapQuest(www.mapquest.com)”

The Acknowledgements section of this paper has used this function without the short = TRUE
argument.

openmapAttribution(finlandBg)

##  landscape

## "copyright OpenStreetMap.org contributors. Data by OpenStreetMap.org

# available under the Open Database License (opendatacommons.org/licenses/odbl),
# cartography by Thunderforest.com”

The additional argument type = "latex" is used in the source code for this paper, and type =
"markdown” is also available.

Projecting background maps

There are a number of potential pitfalls involved when using background map images with projected
data, and this section will describe some additional options to openmap and map. new which can help in
this regard.

Two undesirable features of Figure 2a are the white triangular section in the top left of the map,
and the low resolution and lack of legibility of the names of towns and cities. How this arose can be
understood by contrasting the map image retrieved from OpenStreetMap.org in Figure 3a with the
Finland Uniform Coordinate System map in Figure 3b. The map in Figure 3a uses coordinates in the
Spherical Mercator projection, where a vertically-oriented cylinder is wrapped around a spherical
Earth at the equator,’ and the rectangular area covered by the original map becomes somewhat
trapezoidal when projected to the Transverse Mercator coordinates in Figure 3b. The transformation
has distorted the text on the image, and the image does not completely cover the black rectangle
corresponding to the plotting region of Figure 2a.

The map images provided by OpenStreetMap.org and elsewhere are available at different zoom
levels or resolutions. A map at zoom level 0 is a 256 by 256 pixel image covering the entire world.
Zoom level 1 covers the world in 4 “map tiles” of 256 by 256 pixels, and zoom level N consists of
4N such tiles. The zoom level can be specified directly in openmap with the zoom = argument, or
indirectly with the maxTiles = argument. With the default value of maxTiles = 9, opemnap will find
the highest zoom level where the number of map tiles required to cover the spatial object supplied is
at most 9. The finlandBg map has a zoom level of 5 and 6 tiles, giving a 376 by 768 pixel image. This
information is contained in an attribute of finlandBg.

attributes(finlandBg)$tiles

## $tiles

## [1] 6

##

## $zoom

## [11 5

##

## $path

## landscape
## "http://tile.opencyclemap.org/landscape/”

dim(finlandBg)

1 The Web Mercator, which originated with Google Maps, is in fact slightly different from the Spherical Mercator
assigned to map images by mapmisc. Maps in a Web Mercator projection are visually identical to a Spherical
Mercator, but the Mercator x-y coordinates are hidden and users are shown coordinates which have been con-
verted long-lat (EPSG 4326). The group managing the EPSG codes initially refused to assign a code to the Web
Mercator, reportedly saying: “We will not devalue the EPSG dataset by including such inappropriate geodesy and
cartography” (Wikipedia, 2016). The Web Mercator was later assigned EPSG code 3857.
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Figure 3: Map images of Finland in the Spherical Mercator projection and the Finland Uniform
Coordinate System (UCS) projection. © OpenStreetMap.

## [1] 768 376 1

When openmap projects the downloaded map tiles to the Finland CRS (using projectRaster from the
raster package), a number of pixels from the original map are lost or put out of position and the text
can become mangled.

A partial solution for improving projected images is best illustrated with the rotated CRS used for
New Zealand. Figure 4a shows a map of Auckland, New Zealand, in the Spherical Mercator projection
provided by OpenStreetMap.org, and the rotated Oblique Mercator projection used earlier is used for
the map in Figure 4b. The map images are obtained by creating a “SpatialPoints” object for the location
of Auckland in long-lat coordinates and projecting it to the CRS of the nzRot object from Figure 2b.

aucklandLL <- SpatialPoints(data.frame(x = 174.764204, y = -36.853744),
proj4string = crsLL)
auckland <- spTransform(aucklandLL, projection(nzRot))

crsLL is an object in mapmisc specifying the WGS84 projection, identical to CRS("+init=epsg:4326).

The map in Figure 4b is retrieved below.
aucklandBg <- openmap(auckland, buffer = 3000, maxTiles = 4)

The buffer = argument specifies an additional area around auckland which the map should cover
(in this case 3km), and specifying maxTiles = 4 will select the highest zoom level which is able to
cover the map region with four or fewer tiles. A map at the same zoom level in the Spherical Mercator
projection, for Figure 4a, is obtained next.

aucklandBgMerc <- openmap(auckland, zoom = attributes(aucklandBg)$tiles$zoom,
path = attributes(aucklandBg)$tiles$path, crs = crsMerc)

The crsMerc object gives the Spherical Mercator projection.

crsMerc

## CRS arguments:
## +proj=merc +a=6378137 +b=6378137 +lat_ts=0.0 +1lon_0=0.0 +x_0=0.0 +y_0=0
## +k=1.0 +units=m +no_defs

Figure 4c shows only the area within 3km of the auckland object, produced by adding the buffer =
3000 argument to map. new.

map.new(auckland, buffer = 3000)
plot(aucklandBg, add = TRUE)
scaleBar(auckland, "topleft")

One problem with Figure 4b has been resolved, since the displayed area is entirely contained within
the map image. The text in Figure 4c is visibly distorted, and the distortion is reduced by increasing
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Figure 4: Map images of Auckland, NZ, in Spherical Mercator and Oblique Mercator projections.
© OpenStreetMap.

the resolution of the image prior to re-projection. The fact = 4 argument to the call to openmap below
increases the resolution of the raster by a factor of 4, creating 16 times the number of pixels, yielding
the map in Figure 4d.

aucklandFine <- openmap(auckland, buffer = 3000,
zoom = attributes(aucklandBg)$tiles$zoom, fact = 4)
map.new(auckland, buffer = 3000)
plot(aucklandFine, add = TRUE)
scaleBar(auckland, "topleft")

Re-projecting rasters is computationally intensive, and openmap can require considerable running time
when the zoom level or fact argument are large.

Equal-area map projections

This section covers producing maps of the entire globe using the functions moll, wrapPoly, and
gridlinesWrap. A number of different Coordinate Reference Systems (CRS’s) are used to display
maps of the world, and Munroe (2011) is a useful introduction to some of the most popular of these.
Figure 5a shows the world in a Mollweide projection (Wikipedia, 2015b), an equal-area CRS with
the property that the sizes of polygons on the map are roughly proportional to their true surface
areas. Figures 5b, 5e and 5f use Mollweide projections with different origins and angles of orientation,
projections which are obtainable with mapmisc.

Polygons corresponding to the borders of the countries of the world are contained in the wrld_simpl
object from the maptools package, and this object will be used to produce the images in Figure 5. The
object is loaded with

data("wrld_simpl”, package = "maptools"”)
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wrld_simpl

## class : SpatialPolygonsDataFrame

## features 1 246

## extent : -180, 180, -90, 83.6 (xmin, xmax, ymin, ymax)

## coord. ref. : +proj=longlat +ellps=WGS84 +datum=WGS84 +no_defs +towgs84=0,0,0
## variables 11

## names . FIPS, IS02, IS03, UN, NAME , AREA, POP2005, REGION,
## min values : , AD, ABW, 10, Aaland Islands, 0, 0.00e+00, Q,
## max values : 71, IW, ZWE, 96, Zimbabwe, 99545, 9.94e+04, 9,

and a selection of R’s named colours is assigned to the countries as follows.

colVec <- grep("gray|white|snow|ivory|turquoise|blue|[1-3]", colours(distinct = TRUE),
invert = TRUE, value = TRUE)
wrld_simpl$col <- rep_len(colVec, length(wrld_simpl))

The mol1 function creates “CRS” objects for Mollweide projections, which can be used with spTransform
to compute a Mollweide projection of wrld_simpl.

mollCrs <- moll()
worldMoll <- spTransform(wrld_simpl, mollCrs)

This “CRS” object is specified with a string similar to those seen earlier, with +proj=moll being the
defining feature.

mollCrs

## CRS arguments:
## +proj=moll +lon_wrap=0 +lon_0=0 +x_0=0 +y_0=0 +ellps=WGS84 +datum=WGS84
## +units=m +no_defs +towgs84=0,0,0

The moll function adds two additional attributes to the “CRS” object produced, one of which is the
“ellipse” object containing the spatial extent of the Earth in this projection.

names(attributes(mollCrs))

non

## [1] "projargs” "class” "crop” "ellipse”

The map. new function uses the “ellipse” attribute to define the plotting region and add the light blue
background in Figure 5a.

map.new(mollCrs, col = "lightblue")

plot(worldMoll, add = TRUE, col = worldMoll$col,
border = col2html("black”, opacity = 0.2))

gridlinesWrap(worldMoll, 1ty = 2, col = "red"”)

The standard Mollweide projection is symmetric about the 0° Greenwich meridian line and the globe
is wrapped or split in the Pacific ocean at the 180° latitude line. Figure 5b is centred around a meridian
line passing through Hawaii and splits the Earth along a longitude line passing through Africa and
Europe. The CRS for this centred Mollweide projection is produced from the moll function, which
adds Hawaii’s longitude to the +lon_wrap and +1lon_0 components of the CRS.

(mollHawaii <- moll(geocode("hawaii”)))

## CRS arguments:
## +proj=moll +lon_wrap=-155.5827818 +lon_0=-155.5827818 +x_0=0 +y_0=0
## +ellps=WGS84 +datum=WGS84 +units=m +no_defs +towgs84=0,0,0

A difficulty with this Hawaiian Mollweide projection is that the meridian line along which the world
is split runs through many of the polygons in wrld_simpl. The spTransform function used with
this projection produces the polygons in Figure 5c, with horizontal lines connecting the two halves
of polygons which have been split. The wrapPoly function in mapmisc addresses this problem by
splitting the affected polygons prior to their projection, using the “crop” attribute of the “CRS” object
produced by moll.

worldHawaii <- wrapPoly(wrld_simpl, mollHawaii)
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Figure 5: World maps in Mollweide projections.

The red vertical line in Figure 5d is produced from attributes(mollHawaii)$crop, and the function
gDifference from rgeos is called by wrapPoly to remove the portion of each polygon intersecting with
this line.

A Mollweide projection need not have a north-south orientation, and an Oblique Mollweide

projection can be constructed by rotating the globe’s long-lat coordinates to produce different origins
and orientations. Figure 5e positions Jerusalem at the centre of the Earth (standard practice for

cartographers during the middle ages), and at Jerusalem the “up” direction is 35° clockwise of north.

(mollOblique <- moll(geocode("”jerusalem”), angle = 35))

## CRS arguments:

## +proj=ob_tran +o_proj=moll +o_lon_p=-42.7134520141079

## +o_lat_p=44.2305998589378 +1lon_0=-17.7121046024056

## +lon_wrap=-17.7121046024056 +ellps=WGS84 +datum=WGS84 +units=m +no_defs
## +towgs84=0,0,0

This string specifies two projections are to be applied. First, +proj=ob_tran rotates the long-lat
coordinates to move the north pole to the coordinate (44°N, 42°W). Second, +o_proj=moll applies a
Mollweide projection to these rotated coordinates using 17.7°W as the central meridian line. These
three values (44°N, 42°W, 17.7°W) are obtained by numerical optimisation, attempting to move
Jerusalem as close as possible to the origin while preserving the 35° orientation.

Figure 5e is produced by first re-projecting the world map with wrapPoly.
worldOblique <- wrapPoly(wrld_simpl, mollOblique)

Adding red longitude and latitude grid lines with this projection cannot be done with the 11gridlines
function from rgdal, as the same horizontal striping seen in Figure 5c will result. The gridlinesWrap
function from mapmisc breaks the grid lines in the same manner as wrapPoly, and adds the red
graticule lines as follows.
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Truth Spherical Mercator Greenwich Hawaii Jerusalem Pacific

Canada 9.98 49.72 9.74 9.79 9.61 9.66
Congo 2.35 2.36 2.34 1.95 2.34 2.34
ratio 4.26 21.08 417 5.03 411 413

Table 1: Surface areas (in millions of km?) of Canada and Congo, and areas computed for country
polygons in the Spherical Mercator projection and four Mollweide projections. Columns refer to the
standard Mollweide projection (Greenwich) and the Mollweide centred on Hawaii, Jerusalem, and the
north Pacific from Figures 5a, 5b, 5e and 5f.

map.new(mollOblique, col = "lightblue")

plot(worldOblique, add = TRUE, col = worldOblique$col,
border = col2html("black”, 0.2))

gridlinesWrap(worldOblique, 1ty = 2, col = "red")

Figure 5f uses an Oblique Mollweide centred in the Pacific ocean with a 85° angle of rotation.
crsN <- moll(c(-140, 40), angle = 85)

Unlike the red line of the Hawaiian projection in Figure 5d, the green and blue curves showing where
the globe is wrapped for the two Oblique Mollweide projections lie in the ocean for the most part.

Table 1 computes the surface areas of Canada and the Congo by using the gArea function from
rgeos on different transformations of the wrld_simpl polygons. The first column shows the true
surface areas (according to Wikipedia) and the third row shows the ratio of Canada’s surface area to
the Congo’s. The Spherical Mercator projection vastly over-represents the size of Canada and the four
Oblique Mollweide projections are consistent in underestimating the area by a small amount. The
Congo is poorly served by the Hawaiian projection, which is unsurprising as this projection splits the
Congo through the middle.

Custom-optimised Oblique Mercator projections

This section describes the use of the omerc function for defining Oblique Mercator projections. Two
methods of optimising map projections are implemented, with the angle of rotation chosen to produce
the most compact bounding box possible or to preserve distances between a collection of points.

Ad-hoc projections for compact plotting regions

Compact representations minimising the number of void cells (i.e. those falling in the ocean) offer
computational advantages when used with statistical models or software requiring data on a grid,
such as the Markov random field based methods used in Brown (2015). Figure 6 shows New Zealand
rotated in order to produce a compact plotting area, with bounding box having the greatest possible
proportion of its area made up of land mass. This projection also minimises the number of vertical
inches which Figure 6 takes up on the page, which is the reason a clockwise rotation is used in place of
the anti-clockwise rotation from Figure 2b.

The omerc function calculates these ad-hoc projections based on the object to be re-projected and
a vector of rotation angles. The first argument below is the nzClip object containing the cropped
boundary of New Zealand, and the origin of the Oblique Mercator projection will be its centroid.
A sequence of Oblique Mercator projections using Great Circles angled between 10 and 50 degrees
from the north will be formulated, and the bounding box of New Zealand in each projection will be
computed. The projection returned by omerc uses the angle giving the smallest such box, with the
argument +alpha= showing an 18.5° angle in this example.

(nzRotOptCrs <- omerc(nzClip, seq(10@, 50, by = 0.5), post = "wide"))

## CRS arguments:
## +proj=omerc +lat_0=-40.565 +lonc=172.502 +alpha=18.5 +k=1 +x_0=0 +y_0=0
## +gamma=90 +ellps=WGS84 +units=m

A positive angle rotates the coordinate axes clockwise, which gives the resulting map the appearance of
being rotated anti-clockwise. An Oblique Mercator’s Great Circle becomes the y-axis of the coordinate
system, and a projection should seek to have as much of the area of interest as possible being close
to this Great Circle. An optimal projection will therefore have a tall and narrow bounding box, in
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Figure 6: New Zealand in a 18.5° Oblique Mercator projection ( — ) with bounding box ( — ).
Background © CartoDB, © OpenStreetMap.

this instance the spine of New Zealand should run up and down the y-axis. The limits of 10 and
50 for the sequence of angles above are arbitrary estimates of the amount of anti-clockwise rotation
required to sit New Zealand upright. The argument post = "wide"” in omerc specifies that a short
and wide bounding box is required, and this is accomplished by rotating the planar x-y coordinates
post-projection using the +gamma=90 element.

New Zealand is re-projected and a new background map in this projection is produced below.

nzRotOpt <- spTransform(nzClip, nzRotOptCrs)
nzBgRot <- openmap(nzRotOpt, path = "cartodb”, buffer = 20000, fact = 2)

Figure 6 is produced with the following.

map.new(nzRotOpt, @.8)

plot(nzBgRot, add = TRUE)

plot(nzRotOpt, add = TRUE, border = "red")

plot(extent(nzRotOpt), add = TRUE, col = "blue")

scaleBar(nzRotOpt, "bottomright”, bty = "n")

insetMap(nzRotOpt, "topright”, croplnset = extent(@, 180, -50, 70), width = 0.2)

Preservation of distances

Here we seek the parameters of an Oblique Mercator projection that would preserve at best the
Euclidean distances among a set of points on the surface of the Earth. This is particularly useful
for large countries away from the equator and we will use Canada as an example. Figure 7 shows
Canada in six different CRS’s, the first of which is an Oblique Mercator optimised to preserve distances
between 12 provincial and territorial capital cities. Unlike the New Zealand projection, however, the
x-y coordinates on the Mercator’s cylinder are inverse-rotated to preserve the north-south direction as
up-down.

Oblique Mercator projections are defined by an origin and an angle of rotation, only the latter
is optimised by the omerc function while the origin is set by the user. Here we will set the origin
somewhat arbitrarily as the town of Flin Flon, Manitoba, as an alternative to the centroid-based origin
used earlier. Residents of Toronto, this author included, affectionately refer to their city as “The Centre
of the Universe” 2, but Flin Flon is a more suitable Oblique Mercator centroid for two reasons. First,
Flin Flon’s latitude is a useful compromise between a northerly centroid able to accommodate the
Arctic islands and a centroid close to the populated areas in the south. Second, using Flin Flon as the
location where the inverse rotation will preserve the north-south direction as vertical should produce
a map with a familiar shape since a portion of the southern border following the 49 parallel will be
horizontal.

The locations of the cities required to compute this projection (Flin Flon and the provincial capitals)
can be retrieved from Google using the dismo package. A wrapper for the geocode function in
mapmisc converts the data retrieved by dismo to a “SpatialPointsDataFrame” object.

provincialCapitals <- mapmisc::geocode(c("Vancouver, BC", "Edmonton, AB"”, "Regina”,
"Winnipeg", "Toronto, ON", "Quebec city"”, "Fredericton”, "Charlottetown",

2Many Canadians residing outside Toronto prefer the somewhat less affectionate nickname of “Hogtown”,
claiming Torontonians are arrogant and collectively self-centred.
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"Halifax, NS”, "St Johns, NL", "Igaluit”, "Whitehorse”, "Yellowknife"),
verbose = TRUE)
flinflon <- mapmisc::geocode("Flin Flon")p

The names of the provincial capitals and the location of Flin Flon are below.

provincialCapitals$name

## [1] "Vancouver” "Edmonton” "Regina” "Winnipeg"
## [5] "Toronto” "Quebec City" "Fredericton” "Charlottetown”
## [9] "Halifax"” "St John's" "Igaluit” "Whitehorse”

## [13] "Yellowknife”
coordinates(flinflon)

##  longitude latitude
## 1 -102 54.8

The arguments given in the call to omerc below consist of: x giving flinfon as the origin of the
projection; angle giving a sequence of rotation angles to be considered; post = "north” specifying
that the planar coordinates should be inverse-rotated to preserve the north direction; and preserve
supplying the locations of the provincial capitals other than Iqaluit (the northerly capital of Nunavut)
for calculating the distances which the projections will seek to preserve.

(cproj <- omerc(x = flinflon, angle = seq(-85, 85, by = 0.25), post = "north”,
preserve = provincialCapitals[provincialCapitals$name != "Igaluit”, 1))

## CRS arguments:
## +proj=omerc +lat_0=54.766 +lonc=-101.876 +alpha=-83.5 +k=0.998 +x_0=0
## +y_0=0 +gamma=-83.498 +ellps=WGS84 +units=m

The projection above uses an origin (specified by 1lat_0 and longc) at the coordinates of Flin Flon and
a cylinder tangent to the Earth along a Great Circle angled 83.5° anticlockwise (given by alpha). The k
= 0.998 component of the CRS scales the coordinates down by a small amount (0.2%). Although pairs
of points along the Great Circle will have Euclidean distances and Great Circle distances being equal,
the provincial capitals are some distance from this Great Circle and without scaling their Euclidean
distances would overestimate true distances by 0.2%. The gamma = -83.5 component appears as a
consequence of having used the post = "north” option, rotating the coordinates on the cylinder so
that a vertical line passing through the origin contains points which are directly north or south of each
other.

Two cities on Figure 7 for whom coordinates have not yet been retrieved are Kitimat, British
Columbia, and the hamlet of Grise Fiord, Canada’s most northerly civilian settlement”’. These locations
are obtained below.

moreCities <- mapmisc::geocode(c("Grise Fiord”, "Kitimat"))
cities <- bind(provincialCapitals, moreCities, flinflon)

Also shown is the Great Circle which forms the y-axis of the Oblique Mercator. This circle is created
using one of the many useful functions in the geosphere package.

gcircle <- SpatialPoints(geosphere::greatCircleBearing(flinflon@coords, -83.75),
proj4string = CRS("+init=epsg:4326"))

Five projections in addition to the Oblique Mercator are shown in Figure 7: a Lambert Conformal
Conic projection used by the Atlas of Canada (EPSG code 3347); a Two-Point Equidistant projection
based on the cities of Edmonton and Toronto (obtained from tpeqd); a Mollweide projection centred on
Flin Flon; the Spherical Mercator used by OpenStreetMap.org and other internet sites; and longitude-
latitude or angular coordinates. A list is created containing these four projections using mapmisc’s
tpeqd function in part.

crsList <- list("Oblique Merc” = cproj, "Lambert” = CRS("+init=epsg:3347"),
"2pt Equidist” = tpeqd(cities[cities$name %in% c("”Edmonton”, "Toronto"”), 1),
"Mollweide” = moll(flinflon, angle = @), "Spherical Merc"” = mapmisc::crsMerc,
"Long-Lat"” = mapmisc::crsLL)

The cities and Great Circle are transformed to each of the projections with mapply.

3Readers should be aware that Grise Fiord resulted from a government-run resettlement program in the 1950's,
and involved the deception and neglect of the indigenous people who were relocated to the hamlet.
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Figure 7: Canada and selected cities in five map projections, along with the Great Circle defining the
Oblique Mercator projection ( - - - ). Background from Natural Resources Canada.

citiesT <- mapply(spTransform, CRSobj = crsList, MoreArgs = list(x = cities))

Code for retrieving background maps and for producing Figure 7 appears in the Appendix.

Notable features in Figure 7 are the Spherical Mercator’s overemphasis of the high Arctic regions,
the downward slope of the Lambert projection, the upward slope of the Two-Point Equidistant
map, and the “skinny” appearance of the Mollweide. The Oblique Mercator’s Great Circle, passing
through Flin Flon, Halifax and Kitimat at a nearly horizontal —83.5°, is necessarily a straight line
in the Oblique Mercator projection and is reasonably straight in three other projections. The yellow
longitude-latitude lines and three north arrows on each plot show that only the Spherical Mercator
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Oblique Merc Lambert 2pt Equidist Mollweide Spherical Merc

south
mean —0.05 —-0.23 —-0.13 —6.68 54.19
sd 0.13 1.03 0.34 5.22 8.01
north
mean 1.74 —2.54 0.54 —1.10 131.43
sd 1.65 0.32 0.81 6.58 43.82

Table 2: Mean and standard deviation of the percentage by which Euclidean distance overestimates
Great Circle distance for various map projections. The bottom two rows involve distances involving at
least one of Grise Fiord, Iqaluit, Whitehorse and Yellowknife, with the top two rows including only
distances not involving any of these four northern locations.

and long-lat projections have the property that north is in the vertical direction throughout the map.

Table 2 compares Euclidean distance to true (or Great Circle) distance for each of the map pro-
jections, with the percentage by which the former overestimates the latter for each pair of cities
summarised. The first two rows give the mean and standard deviation for the percentage of overesti-
mation of distances between the southern locations (which exclude Grise Fiord, Iqaluit, Whitehorse,
and Yellowknife). The Oblique Mercator’s underestimation by 0.05% betters the other projections,
and the Mollweide’s 6.7% underestimation is excusable given the projection’s aim of preserving
areas rather than distances. The Lambert’s 0.23% underestimation appears respectable though the
comparatively large standard deviation of 1.03% indicates several city pairs with Euclidean distances
deviating several percent from their true separations. Distances involving at least one of the four
northern locations are less accurate for all projections (the Mollweide notwithstanding), and the
Oblique Mercator’s 1.7% overestimation betrays the fact that these northern points were not part of
omerc’s optimisation criteria. The Two-Point Equidistant projection is notable in its consistency and
accuracy, and the Lambert projection does not appear to be a CRS which statisticians should consider
using for points in Canada when accuracy of Euclidean distances is the primary concern.

Maps with colour scales

A separate set of facilities in mapmisc, complementing but disjoint from the tools related to map
projections, assists with the use of colour scales and legends for maps in R. The RColorBrewer package
gives R users access to the popular ColorBrewer collection of palettes, all of which are displayed in
Table 4 in the Appendix. These colours can be used with the functions in the classInt package to
create colour scales, and the venerable legend function is extremely versatile in its ability to create
map legends. The steps involved in defining and using colour scales have been streamlined and
consolidated into the colourScale, legendBreaks and legendTable functions in mapmisc. The process
of creating suitable bins, assigning colours to data points based on these bins, specifying transparency
when overlaying colours on background maps, and displaying the intervals and colours in a legend
has been simplified as much as possible in mapmisc, although at least five separate lines of R code are
required to produce a single map.

Colours with polygon data

Consider, as a motivating example, the task of visualising the spatial variation in fertility rates in Eu-
rope using data available from the statistical office of the European Union (EUROSTAT). EUROSTAT di-
vides the territory of the European Union and several adjoining nations into statistical units organised
in a hierarchical system named “nomenclature des unités territoriales statistiques” and given the memo-
rable acronym of NUTS. Social and demographic data on the statistical units are availableat http://ec.
europa.eu/eurostat/data/database, and their boundaries can be obtained from http://ec.europa.
eu/eurostat/web/gisco/geodata/reference-data/administrative-units-statistical-units. Fig-
ure 8 shows the fertility rate in 2010 for 456 units of level 2 in NUTS.

Code in the Appendix for downloading and merging the boundary files and fertility rates produces
a “SpatialPolygonsDataFrame” object euroF. Each polygon in the object is a territorial unit, and fertility
rates for each unit are provided for the years 2001 to 2012 inclusive.

euroF

## class : SpatialPolygonsDataFrame
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## features : 456

## extent : -24.5, 44.8, 34.6, 71.2 (xmin, xmax, ymin, ymax)

## coord. ref. : +proj=longlat +ellps=GRS8@ +no_defs

## variables : 29

## names : NUTS_ID, STAT_LEVL_, SHAPE_Leng, SHAPE_Area, age.geo.time, X2013,
## min values : AT, 0, 0.134, 1.00e+00, TOTAL,AT, 0.96 ,
## max values : UKN@, 2, 9.946, 9.96e-01, TOTAL,UKN@, 3.75 ,

The polygons are transformed to the European Terrestrial Reference System (EPSG code 3034) below.

eurofF <- spTransform(euroF, CRS("+init=epsg:3034"))

Colours in Figure 8§ relate to the X2010 variable in euroF (fertility in 2010), with the colours themselves
taken from the “Spectral” palette of RColorBrewer. Below the colourScale function creates eight bins
(breaks = 8) for values of euroF$X2010, reversing the colours so that blues correspond to low values
and reds are large values (rev = TRUE).

ecol <- colourScale(euroF$X2010, col = "Spectral”, breaks = 8, rev = TRUE,
style = "jenks"”, dec = 1, opacity = 0.5)

The style argument controls how the breaks are computed, and the " jenks" option corresponds to the
“natural breaks” algorithm from Jenks and Caspall (1971) (see also Pebesma and Bivand, 2005, Section
3.5.2) implemented in the classIntervals function of the classInt package. A number of clustering
algorithms for defining break points are provided by classIntervals, and the options for the style =
argument described in the help files for classIntervals are all available using the identically named
argument in colourScale. The break points are rounded to one decimal place as a consequence of the
dec = 1argument, and the opacity = 0.5 option gives the plotted colours 50% transparency.

The result of a call to colourScale is a list containing the break points for bins (breaks), colours
associated with the bins (col), and a vector of length 456 (plot) with one colour per region.

names(ecol)

## [1] "col” "breaks” "colOpacity” "plot”
ecols$breaks

## [111.01.31.41.61.82.02.42.93.8

ecol$col

## [1] "#3288BD" "#66C2A5" "#ABDDA4" "#E6F598" "#FEEQ8B" "#FDAE61" "#F46D43"
## [8] "#D53E4F"

length(ecol$plot)
## [1] 456

The breaks and col elements are used for displaying a legend, whereas the plot element can be passed
as a col =argument when running plot on a “SpatialPoints” or “SpatialPolygons” object. Following
the retrieval of the background map with

euroMap <- openmap(euroF, path = "osm-no-labels")
Figure 8, minus the country names, can be produced as follows.

map.new(euroF)

plot(euroMap, add = TRUE)

plot(euroF, col = ecol$plot, add = TRUE, border = "lightgrey")
legendBreaks("topright”, ecol, title = "fertility”, bg = "white")
scaleBar(euroF, "bottom”, bty = "n")

Notice the col = ecol$plot argument specifying the colours with which each region is filled, and that
the borders of each region were given by border = "lightgrey"”. The legend on the right is added
with legendBreaks, which passes most of its arguments to the standard legend function from the
graphics package. The role of legendBreaks is to ensure the 9 numeric break points are printed near
the boundaries between the coloured squares (as opposed to aligned with their centres).

The country names in Figure 8 are taken from the wrld_simpl object used earlier, although all
countries smaller than Albania have been removed in order to keep the map from becoming too
crowded. Below a portion of the globe in the northern hemisphere is cropped from wrld_simpl and
subsequently re-projected to the European CRS.
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Figure 8: Fertility in Europe by NUTS. Background © OpenStreetMap, © EuroGeographics for the
administrative boundaries.

data("wrld_simpl”, package = "maptools")
worldCrop <- raster::crop(wrld_simpl, extent(-20, 100, @, 90))
worldE <- spTransform(worldCrop, projection(euroF))

The areas of the countries are computed from the map worldMoll in the Mollweide projection, merged
into the worldE object, and all countries at least as large as Albania are retained.

worldE$area <- rgeos::gArea(worldMoll, byid = TRUE)[as.character(worldE$IS03)]
worldE <- worldE[worldE$area >= worldE@data[worldE$NAME == "Albania”, "area"], 1]

The names are added to the plot with the text function.
text(worldE, labels = worldE$NAME, cex = 0.8)

Using the style = "jenks" argument for colourScale triggers a clustering algorithm in function
classIntervals which can be time consuming for large datasets. The "quantile” and "equal” options
for the style argument use quantiles and equally spaced break points respectively, with the latter able
to have breaks equally spaced on a transformed scale (i.e. log or square root). Some examples appear
below.

colourScale(euroF$X2010, breaks = 8, style = "quantile”, dec = 1)$breaks
## [111.01.41.51.7 1.9 2.0 3.8
colourScale(euroF$X2010, breaks = 8, style = "equal")$breaks

## [1] 1.04 1.43 1.82 2.21 2.60 2.99 3.38 3.77

colourScale(euroF$X2010, breaks = 8, style = "equal”, transform = "log")$breaks
## [11 1.04 1.25 1.50 1.81 2.17 2.61 3.14 3.77

colourScale(euroF$X2010, breaks

1
[e]

style = "equal”, dec = @)$breaks
## [1] 1234

The final set of break points has a dec = @ argument, and although 8 breaks have been requested only
4 unique breaks remain after rounding to the nearest integer.
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Rasters and colour scales

Figure 9 shows two elevation maps of New Zealand produced with the assistance of the colourScale
and legendBreaks functions. The raster package provides versions of the plot function for use with
rasters, and using colourScale with rasters is slightly different from its use in the previous section.

The elevation data is obtained using the raster package’s getData function.
nzAltFull <- raster::getData("”alt”, country = "NZL", keepzip = TRUE)

The nzAlt object is a list of two elements, with elevation in two disjoint areas which comprise New
Zealand. The first element includes the main island, its CRS is incomplete (at the time of writing) and
should be re-specified.

nzAlt <- nzAltFull[[1]]
projection(nzAlt) <- CRS("+init=epsg:4326")

This raster includes a number of outlying islands, and its size becomes more manageable after the
main island is extracted using the previously computed nzClip object.

dim(nzAlt)
## [1] 2244 1572 1

nzAlt <- raster::crop(nzAlt, extent(nzClip))
dim(nzAlt)

## [1] 1544 1458 1

This smaller raster is now re-projected to the rotated Oblique Mercator projection used earlier, with the
filename = argument allowing for the resulting data to be stored as a file in R’s working directory
rather than in memory.

nzAltRot <- projectRaster(nzAlt, crs = projection(nzRot), filename = "nzAltRot.grd")
dim(nzAltRot)

## [1] 2424 3069 1

Re-projecting the raster has made it larger, as the rectangular bounding box of nzAlt becomes a
diamond when rotated and nzAltRot has a bounding box large enough to contain this diamond. The
crop function is used to pare this raster down to the same extent as the nzRot object.

(nzAltCrop <- raster::crop(nzAltRot, extent(nzRot)))

## class : RasterLayer

## dimensions : 1895, 1369, 2594255 (nrow, ncol, ncell)

## resolution : 554, 727 (x, y)

## extent : -624719, 133707, -291892, 1085773 (xmin, xmax, ymin, ymax)

## coord. ref. : +proj=omerc +lat_0=-45 +lonc=170 +alpha=4@ +k=1 +x_0=0 +y_0=0 +gam. ..
## data source : in memory

## names ¢ NZL1_msk_alt

## values : =11.1, 2960 (min, max)

Raster images are typically large, with nzA1tCrop having over 2 million cells, and computing break
points using all of the data points would be time consuming. The raster package provide easy access
to the maximum and minimum values (—11 and 2960 above), which makes equally spaced break
points (style = "equal” below) quick to compute. All other styles of breaks are computed using a
sample of 20,000 cells taken using raster’s sampleRegular function.

nzAltCol <- colourScale(nzAltCrop, breaks = 7, col = terrain.colors, style = "equal”,
dec = -2)
Here the col = argument was given the terrain.colors function, and any function accepting a

single integer argument and returning a vector with the specified number of colours would suffice.

Below a second colour scale is computed using the "OrRd" colour palette and a supplied vector of
breaks.

nzAltTrans <- colourScale(nzAltCrop, breaks = c(-20, 100, 500, 1200, 2000, 3100),
col = "OrRd"”, style = "fixed", opacity = c(0.2, 1))
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Figure 9: Elevation maps of New Zealand using colours from terrain.colors and the "0rRd"” colours
from RColorBrewer.

Here the opacity argument has been given a vector of length 2, giving the opacity of the first colour
and last colour respectively with intervening colours having opacities which are linear interpolations
of these values.

Figure 9a is produced with code below.

par(bg = "lightbluel")

map.new(nzRot)

par(bg = "white")

plot(nzAltCrop, col = nzAltCol$col, breaks = nzAltCol$breaks, legend = FALSE,
add = TRUE)

plot(nzRot, add = TRUE, border = col2html("red”, 0.4))

legendBreaks("bottomleft”, nzAltCol, title = "metres”, bg = "white")

scaleBar(nzRot, "left")

No background map is present, though the background has been set to a sea-like colour. The line
of code beginning with plot(nzAltRot, ... adds the elevation data to the map. The col and breaks
elements of the colour scale nzA1tCol are passed as identically named arguments of the plot method
from the raster package. The legend = FALSE argument prevents plot from adding its own legend,
which would not fit well with this map as it always appears on the right.

The code for Figure 9b is below.

map.new(nzRot)

plotRGB(nzBg, add = TRUE)

plot(nzAltCrop, col = nzAltTrans$colOpacity, breaks = nzAltTrans$breaks,
legend = FALSE, add = TRUE)

legendBreaks("bottomleft”, nzAltTrans, title = "metres")

scaleBar(nzRot, "left")

Here the colOpacity element of the colour scale, which has 2-digit opacity levels appended to each
specified colour, is passed as col = argument to allow the satellite photo beneath to be viewed.

Colours with categorical data

Figure 10 maps land categories in Africa, and colourScale has been used to assign colours to 10 of the
20 land categories present. The way the raster package treats categorical data (a factor in R parlance)
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requires a slightly different use of colourScale from the previous section, and legends suitable for
categorical data can be produced by legendBreaks and the related function legendTable.

The land cover data originate from the European Space Agency, and are redistributed by world-
grids.org. The file is provided in . tif format, compressed as a (. gz) file. The code below downloads,
unzips, and loads the data into R.

landUrl <- "http://www.worldgrids.org/lib/exe/fetch.php?media=glcesala.tif.gz"
gzfile <- "glcesala.tif.gz"

tiffile <- "glcesala.tif"

download.file(landUrl, gzfile)

R.utils::gunzip(gzfile, overwrite = file.exists(tiffile), remove = FALSE)

land <- raster(tiffile)

This land raster object spans the entire globe, and a portion of central Africa containing both Liberia
and Tanzania is extracted with the help of the wrld_simpl object used earlier.

worldSub <- wrld_simpl[grep(”LiberialTanzania”, wrld_simpl$NAME), 1]
worldSub <- spTransform(worldSub, projection(land))
landSub <- raster::crop(land, extend(extent(worldSub), 5))

The extend function has added an additional 5 units (in this case degrees latitude and longitude) to
the region to be extracted.
A text file containing a list of land categories and their numeric identifiers is posted at world-

grids.org, it is retrieved and loaded below.

download.file("http://www.worldgrids.org/lib/exe/fetch.php?media=glcesa.txt"”,
"landLevels.txt")

landTable <- read.table(”landLevels.txt"”, header = TRUE, sep = "\t",
stringsAsFactors = FALSE)

This table can be used with colourScale to produce map colours and a legend, although the table
must first be modified as colourScale expects it to include a numeric ID column and a column called
label of descriptions. The land categories are assigned integer values in the raster

unique(landSub)

# [1]1 11 14 20 30 40 50 60 70 90 100 110 120 130 140 150 160 170 180 190
# [20] 200 210

which correspond to the trailing digits of the DESCRIPTION column of the table.
landTable[1:2, 1]

#i# COLOR NAME DESCRIPTION MINIMUM MAXIMUM
## 1 15790250 No data (burnt areas, clouds,) CL11 10.1 11.1
## 2 6619135 Rainfed croplands CL14 1.1 14.1

The codes are converted into the numeric ID variable and the NAME column tidied up with a complex
gsub statement and saved as label below.

landTable$ID <- as.numeric(gsub("*CL", "", landTable$DESCRIPTION))
landTable$label <-
gsub("Closed to open| - [[:print:J]1+|\\(([L:digit:J]|CL:punct:]1][m)+\\)", "",
landTable$NAME)
landTable$label <- trimws(landTable$label)
landTable[c(1:3, 20:23), c("ID", "label"”)]

## ID label
## 1 11 No data (burnt areas, clouds,)
## 2 14 Rainfed croplands
## 3 20 Mosaic cropland / vegetation (grassland/shrubland/forest)
## 20 200 Bare areas
## 21 210 Water bodies
## 22 220 Permanent snow and ice
## 23 230 No data (burnt areas, clouds,)

The labels argument is used to provide information on categories and labels to colourScale, and it
requires a data. frame with columns named ID and label giving category identifiers and descriptions
respectively.
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landLevels <- colourScale(landSub, breaks = 10, style = "unique”, col = "Set3",
exclude = c(11, 210, 220, 230), labels = landTable)

Here 10 colours have been requested from the "Set3" palette, with style = "unique” specifying that
the data are categorical rather than continuous. The 10 most common land types will be assigned
colours, although the exclude = argument specifies that several categories (i.e. 11 no data, 210 water
bodies, 200 bare areas) will not be colour-coded regardless of how prevalent they are.

names(landLevels)
## [1] "col” "breaks” "colOpacity” "colourtable” "colortable”
## [6] "levels” "legend”

The colourtable and levels elements above were not present when colourScale was used in the
previous section, and these elements will be produced whenever a labels = argument has been
provided. The levels element is a data frame with one row per land category and columns with labels
and colours, and is compatible with the raster package’s facilities for categorical variables. A categori-
cal raster has a list of data frames, one for each raster layer, accessible by executing levels(landSub).
The land categories are the first and only layer of the landSub raster and the table produced by
colourScale is added to the first element of the levels list below.

levels(landSub)[[1]1] <- landLevels$levels

The colourtable object in landLevels is a vector of colours associated with each numeric category,
with NA’s for those categories for which no colour has been assigned (ID 201, Water Bodies for example).
It will be used by raster’s plotting functions if it has been added to the legend@colortable slot of a
raster as follows.

landSub@legend@colortable <- landLevels$colourtable

The American spelling “color” is used by the majority of R packages, despite the Guidelines for Rd
files stating: “For consistency, aim to use British (rather than American) spelling.” This author, being
Canadian, requires “color” and “colour” to be interchangeable and provides landLevels$colortable
(and a colorScale function) to this effect.

Figure 10 includes the "stamen-toner” web map as a foreground (rather than background)
layer with country borders and names. The tonerToTrans function converts the white pixels in
the "stamen-toner"” map to transparent (and greys to semi-transparent), allowing the map to be added
after and on top of the land category image.

landMap <- openmap(landSub, path = "stamen-toner")
landMapTrans <- tonerToTrans(landMap)

Figure 10 is produced as follows.

map . new(landSub)

plot(landSub, add = TRUE)

plot(landMapTrans, add = TRUE)

legendBreaks("bottomleft”, landSub, ncol = 2, width = 25, lines = 3,
text.col = "yellow”, cex = 0.8, pt.cex = 3, inset = @, bty = "n")

The landSub raster, having had landLevels$colourtable and landLevels$levels attached to it, is the
only object required by the plot and legendBreaks functions. The legendBreaks function passes the
ncol, cex and inset arguments to the legend function, arguments specifying two columns, slightly
smaller than normal text, and a position flush to the bottom left respectively. The width = 25 argument
inserts line breaks in the legend labels after 25 characters, and the lines = 3 argument causes only
the first three lines to be displayed.

An alternative to including the legend on the plot is to create an “in-line” legend as in the caption
to Figure 10. The legendTable function assists in this task, with the code
legendTable(landSub, collapse = "; ", type = "latex")
used in this instance. Table 3 is created with the following.

Hmisc::latex(legendTable(landSub, type = "latex"), file = "", rowname = NULL,
where = "htb", caption.loc = "bottom”, colheads = FALSE,
caption = "Land categories in Figure \\ref{fig:plotLand}")
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Figure 10: Land categories in central Africa: Rainfed croplands ( ); Mosaic cropland / vegetation
(grassland /shrubland /forest) ( ); Mosaic vegetation (grassland/shrubland /forest) / cropland
( ); Broadleaved evergreen or semi-deciduous forest ( ); Closed broadleaved deciduous
forest ( ); Open broadleaved deciduous forest/woodland ( ); Mosaic forest or shrubland
/ grassland ( ); (Broadleaved or needleleaved, evergreen or deciduous) shrubland ( );
Herbaceous vegetation (grassland, savannas or lichens/mosses) ( ); Broadleaved forest regularly
flooded (semi-permanently or temporarily) ( )- Background © Stamen Design.

Rainfed croplands

Mosaic cropland / vegetation (grassland /shrubland /forest)

Mosaic vegetation (grassland /shrubland /forest) / cropland
Broadleaved evergreen or semi-deciduous forest

Closed broadleaved deciduous forest

Open broadleaved deciduous forest/woodland

Mosaic forest or shrubland / grassland

(Broadleaved or needleleaved, evergreen or deciduous) shrubland
Herbaceous vegetation (grassland, savannas or lichens/mosses)
Broadleaved forest regularly flooded (semi-permanently or temporarily)

Table 3: Land categories in Figure 10.

Conclusions

This paper and the mapmisc package aim to contribute to and advance the suite of tools available
to the growing community of R users performing advanced statistical analyses of spatial data. The
first objective of mapmisc is removing barriers to using a map projection which is appropriate for
the problem at hand, even when a non-standard projection optimised for a particular study region
is most appropriate. A second objective is the provision of tools which simplify the creation and
use of colour scales and legends. The way in which mapmisc seeks to accomplish these goals is by
automating many of the tasks involved, with obtaining and re-projecting map tiles or creating colour
scales with transparency being two examples. New functionality provided by mapmisc to R users
includes the creation of optimised map projections and the creation of inset maps and scale bars for
data in a rotated projection.

The scope of mapmisc has been kept deliberately narrow. Maps are static rather than interactive,
base graphics are used, all spatial data types used are from sp or raster, and functions have been kept
simple with few arguments. In contrast to spplot from package sp and ggplot2 (Wickham, 2009),
maps made with mapmisc are produced with a sequence of independent function calls with each
function performing a very specific task. This approach was originally intended to benefit students and
non-specialists, and the package grew out of code originally provided to students in an undergraduate
course. Many of the tools in mapmisc can, however, be used with ggplot2, leaflet (Cheng and Xie,
2016) or other advanced graphical packages. No new object classes have been created by mapmisc,
any package compatible with raster can use background maps from openmap and a “CRS” object
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provided by omerc or moll can be used with any package that calls rgdal for transformations. Colours
and break points from colourScale can be used with spplot, and legendBreaks can be used in any
graphics environment where the legend function operates.

Additional motivations for the framework mapmisc employs are reproducibility and consistency
when producing multiple maps. Colour scales and background maps are defined before a map is
produced, and plot areas are laid out before any graphics are added. While sometimes clumsy for
interactive use, mapmisc code fits tidily within Sweave or knitr documents and script files. Repro-
ducibility of research results is an area where R excels, and mapmisc can help to simplify the creation
of high quality maps in reproducible code scripts. For refining and manually polishing maps and
plots, R will never replace Geographical Information Systems or graphics editing software. For most
other tasks faced by a Spatial Statistician, however, the occasions when an environment other than R is
required are becoming fewer in number over time.
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Figure 7 Cartography by The Canada Base Map — Transportation (CBMT) web mapping services of
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Government Licence — Canada.

Figure 10: Map tiles by Stamen Design under CC BY 3.0. Data by OpenStreetMap available under the
CC BY-SA.
Figure 6: Map tiles by CartoDB under CC BY 3.0. Data by OpenStreetMap available under the Open

Database License.

Figure 11: The Appendix is © OpenStreetMap contributors. Data by OpenStreetMap available under
the Open Database License, cartography is licensed as CC BY-SA. with the exceptions below.
mapquest : Tiles courtesy of MapQuest. Data by OpenStreetMap available under the Open

Database License.

mapquest-sat : Tiles courtesy of MapQuest, portions courtesy NASA /JPL-Caltech and U.S.
Depart. of Agriculture, Farm Service Agency.

mapquest-labels : Tiles courtesy of MapQuest. Data by OpenStreetMap available under the
Open Database License.

maptoolkit : © Toursprung GmbH Data by OpenStreetMap available under the Open Database
License.

humanitarian : © OpenStreetMap contributors. Data by OpenStreetMap available under the
Open Database License, cartography by Humanitarian OSM team is licensed as CC BY-SA.

cartodb : Map tiles by CartoDB under CC BY 3.0. Data by OpenStreetMap available under the
Open Database License.

cartodb-dark : Map tiles by CartoDB under CC BY 3.0. Data by OpenStreetMap available
under the Open Database License.

stamen-toner : Map tiles by Stamen Design under CC BY 3.0. Data by OpenStreetMap available
under the Open Database License.

stamen-watercolor : Map tiles by Stamen Design under CC BY 3.0. Data by OpenStreetMap
available under the CC BY-SA.
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Additional code

European fertility

URL'’s for web sites where data are obtained:

nutsUrl <- "http://ec.europa.eu/eurostat/cache/GISCO/geodatafiles/NUTS_2010_60M_SH.zip"
nutsFile <- basename(nutsUrl)

Download and read in boundary file:

if (!file.exists(nutsFile)) {
download.file(nutsUrl, nutsFile, method = "curl")
3
unzip(nutsFile)
nutsShp <- grep("RG_60M_2010.shp$"”, unzip(nutsFile, list = TRUE)$Name, value = TRUE)
euroNuts <- shapefile(nutsShp)

The fertility data are retrieved as a gzipped tab-separated text file, which the R.utils package is able
to decompress. The code below will download a copy of this file from the author’s web server if the
EUROSTAT download fails.

fertUrl <- file.path("http://ec.europa.eu/eurostat/estat-navtree-portlet-prod”,
"BulkDownloadListing?sort=1&file=data%2Fdemo_r_frate2.tsv.gz")

fertFileGz <- "demo_r_frate2.tsv.gz"

fertFile <- gsub(".gz$", "", fertFileGz)

if (!file.exists(fertFileGz)) {
download.file(fertUrl, fertFileGz, method = "curl")

3

R.utils::gunzip(fertFileGz, overwrite = file.exists(fertFile), remove = FALSE)

euroDat <- read.table(fertFile, header = TRUE, stringsAsFactors = FALSE, sep = "\t",

na.strings = ": ")
euroDat <- euroDat[grep("*TOTAL", euroDat[, 11), 1
euroDat$timegeo <- gsub("*TOTAL,", "", euroDat[, 1])

Merge the fertility and polygon data. Warning messages that not all rows of the fertility table can be
matched to polygons can be ignored.

euroF <- sp::merge(euroNuts, euroDat, all.x = FALSE, by.x = "NUTS_ID",
by.y = "timegeo")

Exclude some of the outlying parts of the EU:

eurofF <- raster::crop(eurofF, extent(-25, 180, 33, 90))

Canada

Transform the Great Circle:
gcircleT <- mapply(spTransform, CRSobj = crsList, MoreArgs = list(x = gcircle))
Obtain background maps:

mapT <- mapply(openmap, crs = crsList, MoreArgs = list(path = "nrcan”, x = cities,
buffer = 3))

Create maps:

for (D in names(crsList)) {
map.new(citiesT[[D]], buffer = c(200 x 1000, 1)[1 + islLonLat(citiesT[[DI1)1)
plotRGB(mapTL[D]], add = TRUE)
rgdal::1lgridlines(citiesT[[D]], col = "orange")
points(gcircleT[[D]], cex = 0.1, col = "blue")
points(citiesT[[D]], col = "red”, pch = "+", cex =
text(citiesT[[D]], labels = citiesT[[D]]$name, col

offset = 0.6, cex = 1.2)

scaleBar(citiesT[[D]], "topleft"”, seg.len = 4, pt.cex = 0)

1.5)
= "red”, pos = cities$pos,
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Additional tables and figures

col

max

BrBG

11

PiYG

11

PRGn

11

PuOr

11

RdBu

11

RdGy

11

RdAYIBu

11

RdAYIGn

11

Spectral

11

Accent

l g
i)
=
o]
-
=

@

Dark2

Paired

12

Pastell

Pastel2

Setl

Set2

@ [ O | ®©

Set3

12

Blues

BuGn

BuPu

GnBu

O | O

Greens

el

Greys

Oranges

O | O

OrRd

el

PuBu

PuBuGn

PuRd

Purples

RdPu

Reds

YIGn

O | O | O | O | O ]| O ]| O

Y1GnBu

Y1OrBr

YIOrRd

Table 4: Colour palettes from RColorBrewer, with col showing the character string to provide
colourScale or brewer. pal and max giving the maximum number of colours for each palette.
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Figure 11: Selected openmap tile sets.
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Variable Clustering in High-Dimensional

Linear Regression: The R Package clere
by Loic Yengo, Julien Jacques, Christophe Biernacki and Mickael Canouil

Abstract Dimension reduction is one of the biggest challenges in high-dimensional regression models.
We recently introduced a new methodology based on variable clustering as a means to reduce dimen-
sionality. We present here the R package clere that implements some refinements of this methodology.
An overview of the package functionalities as well as examples to run an analysis are described.
Numerical experiments on real data were performed to illustrate the good predictive performance of
our parsimonious method compared to standard dimension reduction approaches.

Introduction

High dimensionality is increasingly ubiquitous in numerous scientific fields including genetics, eco-
nomics and physics. Reducing the dimensionality is a challenge that most statistical methodologies
must meet not only to remain interpretable but also to achieve reliable predictions. In linear regression
models, dimension reduction techniques often correspond to variable selection methods. Approaches
for variable selection are already implemented in publicly available, open-source software, e.g., the
well-known R packages glmnet (Friedman et al., 2010) and spikeslab (Ishwaran et al., 2013). The R
package glmnet implements the Elastic net methodology (Zou and Hastie, 2005), which is a general-
ization of both the LASSO (Tibshirani, 1996) and the ridge regression (RR; Hoerl and Kennard, 1970).
The R package spikeslab in turn, implements the Spike and Slab methodology (Ishwaran and Rao,
2005), which is a Bayesian approach for variable selection.

Dimension reduction cannot, however, be restricted to variable selection. Indeed, the field can
be extended to include approaches which aim at creating surrogate covariates that summarize the
information contained in initial covariates. Since the emblematic principal component regression
(PCR; Jolliffe, 1982), many other methods spread in the recent literature. As specific examples, we
may refer to the OSCAR methodology (Bondell and Reich, 2008), or the PACS methodology (Sharma
et al., 2013) which is a generalization of the latter approach. Those methods mainly proposed variable
clustering within a regression model as a way to reduce the dimensionality. Despite their theoretical
and practical appeal, implementations of those methods were often proposed only through MATLAB
(The MathWorks Inc., 2014) or R scripts, limiting thus the flexibility and the computational efficiency of
their use. The CLusterwise Effect REgression (CLERE) methodology (Yengo et al., 2014), was recently
introduced as a novel methodology for simultaneous variable clustering and regression. The CLERE
methodology is based on the assumption that each regression coefficient is an unobserved random
variable sampled from a mixture of Gaussian distributions with an arbitrary number g of components.
In addition, all components in the mixture are assumed to have different means (b, ..., bg) and equal

variances 2.

In this paper, we propose two new features for the CLERE model. First, the stochastic EM (SEM)
algorithm is proposed as a more computationally efficient alternative to the Monte Carlo EM (MCEM)
algorithm previously introduced in Yengo et al. (2014). Secondly, the CLERE model is enhanced
with the possibility of constraining the first component to have its mean equal to 0, i.e. b; = 0. This
enhancement is mainly aimed at facilitating the interpretation of the model. Indeed when by is set to
0, variables assigned to the cluster associated with b; might be considered less relevant than other
variables provided 2 is small enough. Those two new features were implemented in the R package
clere (Yengo and Canouil, 2015). The core of the package is a C++ program interfaced with R using the
R packages Repp (Eddelbuettel and Francois, 2011) and ReppEigen (Bates and Eddelbuettel, 2013).
The R package clere can be downloaded from the Comprehensive R Archive Network (CRAN) at
https://CRAN.R-project.org/package=clere.

The outline of the present paper is the following. In the next section the definition of the model
is recalled and the strategy to estimate the model parameters is explained. Afterwards, the main
functionalities of the R package clere are presented. Real data analyses are then provided, aiming at
illustrating the good predictive performances of CLERE, with noticeable parsimony ability, compared
to standard dimension reduction methods. Finally, perspectives and further potential improvements
of the package are discussed in the last section.
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Model definition and notation

Our model is defined by the following hierarchical relationships:

lyi ~ N (:BO + Z]r';l ﬁ]'xij/o-z) ’
Bilzi ~ N (T5_, bezje1?) M
Z]' = (Zjlr'~'rzjg> ~ M (1,7‘[1,...,7’[3),

where N (1, 02) is the normal distribution with mean y and variance o2, M (1, T, -, ng) the one-
order multinomial distribution with parameters r = (7'[1, ceey ng), where, Vk=1,...,¢ m¢ > 0and
Zi:l my = 1, and By is a constant term. For an individual i = 1,...,n, y; is the response and Xjj
is an observed value for the j-th covariate. f; is the regression coefficient associated with the j-th
covariate (j = 1,. .., p), which is assumed to follow a mixture of ¢ Gaussians. The variable z; indicates
from which mixture component f; is drawn (zj; = 1 if B; comes from component k of the mixture,
zjx = 0 otherwise). Let’s note that model (1) can be considered as a variable selection-like model by
constraining the model parameter b; to be equal to 0. Indeed, assuming that one of the components is
centered in zero means that a cluster of regression coefficients have null expectation, and thus that the
corresponding variables are not significant for explaining the response variable. This functionality is
available in the package.

Let B = (B1i,---Bp) vy = (y1,--,yn), X = (xij), Z = (zjx), b = (by,.. . bg) and 7 =
(711,...,7g)". Moreover, log p(y|X; 0) denotes the log-likelihood of model (1) assessed for the parame-
ter vector 6 = ([50, b, 7,02, 72). Model (1) can be interpreted as a Bayesian approach. However, to be
fully Bayesian a prior distribution for parameter 8 would have been necessary. Instead, we proposed to
estimate 6 by maximizing the (marginal) log-likelihood, log p(y|X; 8). This partially Bayesian approach
is referred to as Empirical Bayes (EB; Casella, 1985). Let Z be the set of p x g-matrices partitioning p
covariates into g groups. Those matrices are defined as

Jlksuchaszy =1

eZesVi=1,...,
/ P {For allk’ # kzjy = 0.

Z = (Z]'k>
1<j<pi<k<g

The log-likelihood log p(y|X; 6) is defined as

log p(y|X;0) = log { ). / r(y, B ZIX; H)dﬁ} :
Jeg /R
Since it requires integrating over Z with cardinality g?, evaluating the likelihood becomes rapidly
computationally unaffordable.

Nonetheless, maximum likelihood estimation is still achievable using the expectation maximization
(EM) algorithm (Dempster et al., 1977). The latter algorithm is an iterative method which starts with
an initial estimate of the parameter and updates this estimate until convergence. Each iteration of the
algorithm consists of two steps, denoted as the E and the M steps. At each iteration d of the algorithm,
the E step consists in calculating the expectation of the log-likelihood of the complete data (observed
+ unobserved) with respect to p(B, Z|y, X; o(d) ), the conditional distribution of the unobserved data
given the observed data, and the value of the parameter at the current iteration, 0. This expectation,
often denoted as Q(8|6(?)) is then maximized with respect to 0 at the M step.

In model (1), the E step is analytically intractable. A broad literature devoted to intractable E steps
recommends the use of a stochastic approximation of Q(8|6(?)) through Monte Carlo (MC) simulations
(Wei and Tanner, 1990; Levine and Casella, 2001). This approach is referred to as the MCEM algorithm.
Besides, mean-field-type approximations are also proposed (Govaert and Nadif, 2008; Mariadassou
etal., 2010). Despite their computational appeal, the latter approximations do not generally ensure
convergence to the maximum likelihood (Gunawardana and Byrne, 2005). Alternatively, the SEM
algorithm (Celeux et al., 1996) was introduced as a stochastic version of the EM algorithm. In this
algorithm, the E step is replaced with a simulation step (S step) that consists in generating a complete
sample by simulating the unobserved data using p(8, Z|y, X; 6(@) providing thus a sample (,B<d), z@),
Note that the Monte Carlo algorithm we use to perform this simulation is the Gibbs sampler. After
the S step follows the M step which consists in maximizing p(8(®,Z(@ |y, X; 8) with respect to 6.
Alternating those two steps generates a sequence (6 ) , which is a Markov chain whose stationary

distribution (when it exists) concentrates around the local maxima of the likelihood.
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Estimation and model selection

In this section, two algorithms for model inference are presented: the Monte-Carlo Expectation
Maximization (MCEM) algorithm and the Stochastic Expectation Maximization (SEM) algorithm.
The section starts with the initialization strategy common to both algorithms and continues with the
detailed description of each algorithm. Then, model selection (for choosing g) and variable selection
are discussed.

Initialization

The two algorithms presented in this section are initialized using a primary estimate ﬁj(()) of each
B;- The latter can be chosen either at random, or obtained from univariate regression coefficients or
penalized approaches like LASSO and ridge regression. For large SEM or MCEM chains, initialization
is not a critical issue. The choice of the initialization strategy is therefore made to speed up the
convergence of the chains. A Gaussian mixture model with ¢ component(s) is then fitted using

B = <ﬁgo>, S /3;,0)> as observed data to produce starting values b©®, 7(0) and 72(0) respectively
for parameters b, 7 and 52 Using maximum a posteriori (MAP) clustering, an initial partition
z0) = <z](}?>> € Z is obtained as

0 otherwise.

i . ©) _ 10)?
Ve {1 ph 20 = {1 itk =argmingeqr,q (50 - 0)
Bo and ¢? are initialized using B(?) as follows:

2
1 p 0 1& z
'3(()0) — ; Z (yl — Zl'Bj(O)xl]> al’ld0'2( ) - E Z (yl_ (()O) - Zlﬁ]m)xlf) :
j=

MCEM algorithm

The stochastic approximation of the E step

Suppose at iteration d of the algorithm that we have { (,B(lfd), Z(l'd)> PR (,B(M'd), Z(M/d)) }, M sam-
ples from p <[3, Zly,X; G(d)> . Then the MC approximation of the E step can be written as

R

Q (016) = [1og ply, B, ZX;6)ly, ;0] =~ 11 3 og ply, B, 27 x;01%)
m=1

Sampling from p (ﬁ,Z|y, X; 9(d>) is not straightforward. However, we can use a Gibbs sampling

scheme to simulate unobserved data, taking advantage of p (ﬁ\Z, v, X; B(d)> and p (Z By, X; 6('7’)>

from which it is easy to simulate. These distributions, i.e., Gaussian and multinomial, respectively, are
described below in Equations (2) and (3).

BIZ,y, X0 ~ N (4@, 2(?),

-1 -1
2(d) d 2(d) 2(d)
l‘w = [X,X+ %IP} X' (Y - ﬁg) >1P) + Zz(d) {X/X+ %IP} zp ), (2)
-1
d 2(d)
Z(d) — 0_2( ) |:XIX+ %Ip} ,
and, noting that p (Z 1By, X; 6(")) does not depend on X nor y,
2
- b(d)>

1180 (d) _ <ﬁf k

p (z]k 1/B;0 ) o 7T, exp 272 . (3)
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In Equation (2), I, and 1, stand for the identity matrix with dimension p and the vector of R? where
all elements are equal to 1. To efficiently sample from p (/3|Z, vy, X; B(d)) a preliminary singular vector

decomposition of matrix X is necessary. Once this decomposition is performed the overall complexity
of the approximate E step is O [M(p* + pg)].

The M step

Using the M draws obtained by Gibbs sampling at iteration d, the M step is straightforward as detailed
in Equations (4) to (8). The overall computational complexity of that step is O (Mpg).

@y 1 M g
T = — Z: , 4
£ Mp mZ::U; * ( )
M P
(d+1) _ 1 (m,d) ,(m,d)
b B — za B, )
g Mpn,&dﬂ) mgljg I !
pd+1) 1 M E a) fomd) L (d+1))\2
¥ - Z\ B: —b , (6)
Mpmgljzlkg a4 ( ! ¢ )

SEM algorithm

In most situations, the SEM algorithm can be considered as a special case of the MCEM algorithm
(Celeux et al., 1996), obtained by setting M = 1. In model (1), such a direct derivation leads to an
algorithm where the computational complexity remains quadratic with respect to p. To reduce that
complexity, we propose a SEM algorithm based on the integrated complete data likelihood p(y, Z|X; 6)
rather than p(y, B, Z|X; 0). A closed form of p(y, Z|X; 0) is available and given in the following.

Closed form of the integrated complete data likelihood

Let the SVD decomposition of matrix X be USV’, where U and V are respectively n X nand p X p
orthogonal matrices, and S is a nn X p rectangular diagonal matrix where the diagonal terms are the
eigenvalues (A2,...,A2) of matrix XX’. We now define X" = U'X and y* = U'y. Let M be the
n % (g + 1) matrix where the first column is made of 1’s and where the additional columns are those
of matrix X“Z. Let also t = (By,b) € R8T and Rbe a n x n diagonal matrix where the i-th diagonal
term equals 02 + 72)\1-2. With these notations we can express the complete data likelihood integrated
over B as

n 13 1 _
log p (v, Z|X;0) = =7 log (271) — 5 Y log (2 +92A?) — 5 (v = M) R (y" — M)
i=1

P 8
+ Z Z Zjk log . (9)

j=1k=1

Simulation step

To sample from p (Z|y, X; 0) we use a Gibbs sampling strategy based on the conditional distributions

p (z ily, Z -1, X; B) , Z~/ denoting the set of cluster membership indicators for all covariates but the j-th.

. g N/ s
Letw™ = (wl 1wy ]> , where w; J = v —Bo — Y4 Zle zjkxj bk The conditional distribution
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pzj = 1|/Z77,y,X; ) can be written as

o
N

(10)

3 () R () RO

where x]?‘ is the j-th column of X*. In the classical SEM algorithm, convergence to p (Z|y, X; 8) should

p(zjx =1|1Z7,y,X;0) « meexp {

be reached before updating 8. However, a valid inference can still be ensured in settings when 6
is updated only after one or few Gibbs iterations. These approaches are referred to as SEM-Gibbs
algorithm (Biernacki and Jacques, 2013). The overall computational complexity of the simulation step
is O (npg), i.e., it is linear in p and not quadratic any more, in contrast to the previous MCEM.

To improve the mixing of the generated Markov chain, we start the simulation step at each
iteration by creating a random permutation of {1,..., p}. Then, according to the order defined by that
permutation, we update each zj using p(zjx = 1|12~ I,y,X;0).

Maximization step

log p (y,Z|X; 0) corresponds to the marginal log-likelihood of a linear mixed model (Searle et al.,
1992), which can be written as
y'=Mt+Av+e (11)

where v is an unobserved random vector such as v ~ N (0, 'yzln), e ~ N (0, UZI,,) and A =
diag (A1,...,Ax). The estimation of the parameters of model (11) can be performed using the EM
algorithm, as in Searle et al. (1992). We adapt below the EM equations defined in Searle et al. (1992),

using our notations. At iteration s of the internal EM algorithm, we define RG) = 02(5) L, + 72(S)A’A.
The detailed internal E and M steps are given below.

Internal E step

o =efl s -]

UEYS) =E [v'v|y"]

= A0 (5~ M) RONARE) (3 — M) x2Sy

h) = E [y" — Av|y"] = Mt —|—172(S){R(s)}71 (y“ - Mt(s)) .

Internal M step

s+1)
02(

/n,
/n,
) = [M'M] " M'R).

o
U

(s+1)
7 fy

Given a non-negative user-specified threshold § and a maximum number Nmax of iterations, Internal E
and M steps are alternated until

|logp (y,Z\X; 6<S>) —logp (y,Z\X; 6<SH)> | < éors= Nmax-

The computational complexity of the M step is O (g3 +n gNmax), thus not involving p.

Attracting and absorbing states

® Absorbing states. The SEM algorithm described above defines a Markov chain where the sta-
tionary distribution is concentrated around values of 8 corresponding to local maxima of the
likelihood function. This chain has absorbing states in values of 8 such as 02=00ry?*=0.In
fact, the internal M step reveals that updated values for 0 and 42 are proportional to previous
values of those parameters.
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e Attracting states. We empirically observed that attraction around ¢? = 0 was quite frequent
when using the MCEM algorithm, especially when p > n and when the number M of draws
was small. We therefore advocate to use at least 5 draws (M > 5 using option nsamp in the
function fitClere).

Model selection

Once the MLE 8 is calculated (using one of the algorithms), the maximum log-likelihood and the

posterior clustering matrix [E [Z ly, X; 6] are approximated using MC simulations based on Equations

(9) and (10). The approximate maximum log-likelihood 1, is then utilized to calculate AIC (Akaike,
1974) and BIC (Schwarz, 1978) for model selection. In model (1), those criteria can be written as

BIC = —21 +2(g + 1) log(n),
AIC = —2] + 4(g +1).

An additional criterion for model selection, namely the ICL criterion (Biernacki et al., 2000) is also
implemented in the R package clere. The latter criterion can be written as

P8
ICL =BIC— ) Y mjlog(mjx), (12)
j=1k=1

where 71, = E [z]-k|y,X; 5]

Interpretation of the special group of variables associated with b; = 0

The constraint b; = 0 is mainly driven by an interpretation purpose. The meaning of this group
depends on both the total number g of groups and the estimated value of parameter 7. In fact, when
¢ > 1and 9 is small, covariates assigned to that group are likely less relevant to explain the response.
Determining whether 92 is small enough is not straightforward. However, when this property holds,
we may expect the groups of covariates to be separated. This would for example translate in the
posterior probabilities 77j; being larger than 0.7. In addition to the benefit in interpretation, the
constraint b; = 0, reduces the number of parameters to be estimated and consequently the variance of
the predictions performed using the model.

Package functionalities

The R package clere mainly implements a function for parameter estimation and model selection: the
function fitClere(). Four additional methods are also implemented in the package: for graphical
representation, plot(); summarizing the results, summary(); for getting the predicted clusters of
variables, clusters(); and for making predictions from new design matrices, predict(). Examples of
calls to the functions presented in this section are given in the next section.

The main function fitClere()

The main function fitClere() has only three mandatory arguments: the vector of response y (size n),
the matrix of explanatory variables x (size n X p) and the number g of groups of regression coefficients
which is expected. The optional parameter analysis, when it takes the value "aic”, "bic” or "icl”,
allows to test all the possible number of groups between 1 and g. The choice between the two
proposed algorithms is possible thanks to the parameter algorithm, but we encourage the users to use
the default value, the SEM algorithm, which generally over-performs the MCEM algorithm (see the
first experiment of the next section).

Several other parameters allow to tune the different numbers of iterations of the estimation
algorithm. In general, the higher are these parameter values, the better is the quality of the estimation
but the heavier is also the computing time. What we advice is to use the default values, and to
graphically check the quality of the estimation with plots as in Figure 1: If the values of the model
parameters are quite stable for a sufficient large part of the iterations, this indicates that the results are
ok. If the stability is not reached sufficiently early before the end of the iterations, a higher number of
iterations should be chosen.

Finally, among the remaining parameters (note that the complete list can be obtained with
help("fitClere")), two are especially important: parallel allows to run parallel computations
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Figure 1: Values of the model parameters in view of SEM algorithm iterations. The vertical gray
line in each of the four plots represents the number nBurn of iterations discarded before calculating
maximum likelihood estimates.

(if compatible with the user’s computer) and sparse allows to impose that one of the regression
parameters is equal to 0 and thus to introduce a cluster of not significant explanatory variables.

Methods summary (), plot(), clusters() and predict()

The summary () method for an object returned by fitClere() prints an overview of the estimated
parameters and returns the estimated likelihood and information based model selection criteria (AIC,
BIC and ICL). The corresponding plot() method produces graphs such as ones presented in Figure 1.

The clusters() method takes one argument of class “Clere” as returned by fitClere() and a
threshold argument. This function assigns each variable to the group where associated conditional
probability of membership is larger than the given threshold. If conditional probabilities of mem-
bership are larger than the specified threshold for more than one group, then the group having the
largest probability is returned and a warning is printed. If, moreover, there are several ex aequo on
that largest probability, then the group with the smallest index is returned. When threshold = NULL,
the maximum a posteriori (MAP) strategy is used to infer the clusters.

The predict() method has two arguments: a “Clere” object and a design matrix Xj;ep. Using that
new design matrix, the predict () method returns an approximation of E [ Xcw By, X; 0].

Numerical experiments

This section presents two sets of numerical experiments. The first set of experiments aims at comparing
the MCEM and SEM algorithms in terms of computational time and estimation or prediction accuracy.
The second set of experiments is aimed at comparing CLERE to standard dimension reduction
techniques. The latter comparison is performed on both simulated and real data.
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SEM algorithm versus MCEM algorithm
Description of the simulation study

In this section, a comparison between the SEM algorithm and the MCEM algorithm is performed. This
comparison is performed using the four following performance indicators:

1. Computational time (CT) to run a pre-defined number of SEM/MCEM iterations. This number
was set to 2,000 in this simulation study.

2. Mean squared estimation error (MSEE) defined as
MSEE, = E [(e —8,) (60— Eu)] ,

wherea € {"SEM","MCEM"} and 8, is an estimated value for parameter 8 obtained with algorithm
a. Since 0 is only known up to a permutation of the group labels, we chose the permutation
leading to the smallest MSEE value.

3. Mean squared prediction error (MSPE) defined as
MSPE, = E [(y* — X“8.) (y* — X*84)],

where y” and X? are respectively a vector of responses and a design matrix from a validation
data set.

4. Maximum log-likelihood (ML) reached. This quantity was approximated using 1,000 samples
from p(Z|y;8).

Three versions of the MCEM algorithm were proposed for comparison with the SEM algorithm,
depending on the number M (or nsamp) of Gibbs iterations used to approximate the E step. That
number was varied between 5, 25 and 125. We chose these iterations numbers so as to cover different
situations, from a situation in which the number of iterations is too small to a situation in which that
number seems sufficient to expect having reached convergence of the simulated Markov chain. Those
versions were respectively denoted MCEM5, MCEMj5 and MCEM 5. The comparison was performed
using 200 simulated data sets. In order to consider high-dimensional situations with sizes allowing
to reproduce multiple simulations in a reasonable time, each training data set consisted of n = 25
individuals and p = 50 variables. Validation data sets used to calculate MSPE consisted of 1,000
individuals each. All covariates were simulated independently according to the standard Gaussian
distribution:
V(i,j) x,-]- ~ N(O,l).

Both training and validation data sets were simulated according to model (1) using fp = 0, b =

(0,3,15)!, r = (0.64,0.20,0.16)’, 0?2 =1and 9% = 0. This is equivalent to simulate data according to
the standard linear regression model defined by:

32 42 50
yiNN ZOxxij+23xxij+215><x,~j,l .

j=1 j=33 j=43

All algorithms were run using 10 different random starting points. Estimates yielding the largest
likelihood were then used for the comparison.

Results of the comparison

Table 1 summarizes the results of the comparison between the algorithms. The MCEMj5 algorithm
was 1.3 times faster than the SEM algorithm however the latter algorithm poorly performed regarding
all other performance criteria (estimation quality, prediction error, likelihood maximization). This
observation illustrates the importance of setting a large number M of draws to improve the estimation.
Indeed, when increasing this number to 25 or 125, we observed an improvement in the estimation
accuracy but no noticeable improvement in the likelihood. In turn, the SEM algorithm was quite
efficient compared to the MCEM;5 and MCEMj,5 algorithms. This algorithm not only ran faster
(between 3 and 13-fold faster than MCEMj5 and MCEM 55 — see Table 1), but also reached predictive
performances close to the oracle (i.e., using the true parameter). These good performances are mainly
explained by the fact that the SEM algorithm most of the time (66.5% of the time) reached a better
likelihood than the other algorithms.

The results of this simulation study were made available as an internal data set named algoComp
in the R package clere. More details can be obtained using the command help("”algoComp").
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% of times Median

Performance indicators ~ Algorithms the algorithm was best (Std. Err.)
CT (seconds) SEM 0 2.5(0.053)
MCEMs5 100 1.9 (0.016)

MCEMys 0 7.1 (0.027)

MCEM15 0 32.8(0.121)

MSEE SEM 58 0.31(10.4)
MCEMs5 12 20.14 (2843.3)

MCEMys5 16.5 8.86(3107.5)

MCEM15 135  4.02(5664.2)

MSPE SEM 51.5 1.3(46.1)
MCEM5 12 75.7 (64.3)

MCEMy5 15.5 58.7 (55.2)

MCEM15 21 51.6 (51.1)

True parameter — 1.1 (0.013)

ML SEM 66.5 —-793(1.2)
MCEM;5 11.5 —110.7 (2.0)

MCEM5 14.5 —111.6(1.9)

MCEM15 7.5 —116.2(1.7)

True parameter — —77.6(0.34)

Table 1: Performance indicators used to compare SEM and MCEM algorithms. Computational Time
(CT) was measured on a Intel(R) Xeon(R) CPU E7- 4870 @ 2.40GHz processor. The best algorithm is
defined as the one that either reached the largest log-likelihood (ML) or the lowest CT, Mean Squared
Prediction Error (MSPE) and Mean Squared Estimation Error (MSEE).

Comparison with other methods
Description of the methods

In this section, we compare our model to standard dimension reduction approaches in terms of MSPE.
Although a more detailed comparison was suggested in Yengo et al. (2014), we propose here a quick
illustration of the relative predictive performance of our model. The comparison is achieved using
data simulated according to the scenario described above in Section SEM algorithm versus MCEM
algorithm. The methods selected for comparison are the Ridge regression (Hoerl and Kennard, 1970),
the Elastic net (Zou and Hastie, 2005), the LASSO (Tibshirani, 1996), PACS (Sharma et al., 2013),
the method of Park and colleagues (Park et al., 2007, subsequently denoted AVG) and the Spike
and Slab model (Ishwaran and Rao, 2005, subsequently denoted SS). The first three methods are
implemented in the freely available R package glmnet. With the latter package, the tuning parameter
lambda was selected using the function cv.glm (with 5 folds) aiming at minimizing the mean squared
error (option type = "mse"). In particular for the Elastic net, the second tuning parameter alpha
(measuring the amount of mixture between the L! and L? penalty) was jointly selected with lambda
to minimize the mean squared error. The R package glmnet proposes a procedure for automatically
selecting values for 1lambda. We therefore used this default procedure while we selected alpha among
{0,0.1,0.2,...,0.9,1}. The PACS methodology proposes to estimate the regression coefficients by
solving a penalized least squares problem. It imposes a constraint on f that is a weighted combination
of the L! norm and the pairwise L® norm. Upper-bounding the pairwise L* norm enforces the
covariates to have close coefficients. When the constraint is strong enough, closeness translates into
equality achieving thus a grouping property. For PACS, no software was available. Only an R script
was released on Bondell’s web page'. Since this R script was running very slowly, we decided to
reimplement it in C++ and observed a 30-fold speed-up of computational time. Similarly to Bondell’s
R script, our implementation uses two parameters lambda and betawt. Our reimplementation of
Bondell’s script was included in the R package clere in the function fitPacs(). In Sharma et al. (2013),
the authors suggest assigning betawt with the coefficients obtained from a ridge regression model

1http://www4.stat.ncsu4edu/~bondell/Software/PACS/PACS.R.r
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after the tuning parameter was selected using AIC. In this simulation study we used the same strategy;
however the ridge parameter was selected via 5-fold cross validation. 5-fold CV was preferred to AIC
since selecting the ridge parameter using AIC always led to estimated coefficients equal to zero. Once
betawt was selected, 1ambda was chosen via 5-fold cross validation among the following values: 0.01,
0.02,0.05,0.1,0.2,0.5,1, 2,5, 10, 20, 50, 100, 200 and 500. All other default parameters of their script
were unchanged. The AVG method is a two-step approach. The first step uses hierarchical clustering
of covariates to create surrogate covariates by averaging the variables within each group. Those new
predictors are afterwards included in a linear regression model, replacing the primary variables. A
variable selection algorithm is then applied to select the most predictive groups of covariates. To
implement this method, we followed the algorithm described in Park et al. (2007) and programmed
it in R. The Spike and Slab model is a Bayesian approach for variable selection. It is based on the
assumption that the regression coefficients are distributed according to a mixture of two centered
Gaussian distributions with different variances. One component of the mixture (the spike) is chosen
to have a small variance, while the other component (the slab) is allowed to have a large variance.
Variables assigned to the spike are dropped from the model. We used the R package spikeslab to run
the Spike and Slab models. Especially, we used the function spikeslab from that package to detect
influential variables. The number of iterations used to run the function spikeslab was 2,000 (1,000

discarded).
When running fitClere(), the number nItEM of SEM iterations was set to 2,000. The number g of
groups for CLERE was chosen between 1 and 5 using AIC (option analysis = "aic"). Two versions

of CLERE were considered: the one with all parameters estimated and the one with b; set to 0. The
latter approach is subsequently denoted CLERE( (option sparse = TRUE).

Results of the comparison

Figure 2 summarizes the comparison between the methods. In this simulated scenario, CLERE
outperformed the other methods in terms of prediction error. These good performances were improved
when parameter b; was set to 0. CLERE was also the most parsimonious approach with an averaged
number of estimated parameters equal to 7.7 (6.9 when b; = 0). The second best approach was PACS
which also led to parsimonious models. The superiority of such methods could be expected since in the
simulation model the regression coefficients are gathered in three groups. Overall variable selection
approaches yielded the largest prediction error in this simulation. CLERE, PACS and Spike and Slab
had the largest computational times (CT). For CLERE and PACS this loss in CT was compensated by a
a strong improvement in prediction error as explained above, while Spike and Slab yielded the worst
prediction error in addition to being the slowest approach in this example.

The results of this simulation study were made available as an internal data set in the R package
clere. The object is called numExpSimData and more details can be obtained using the command
help(”"numExpSimData").

Real data sets analysis
Description of the data sets

We used in this section the real data sets Prostate and eyedata from the R packages lasso2 (Lokhorst
et al,, 2014) and flare (Li et al., 2014) respectively. The Prostate data set comes from a study that
examined the correlation between the level of prostate specific antigen and a number of clinical
measures in # = 97 men who were about to receive a radical prostatectomy. This data set is a
benchmark data set used in multiple publications about high-dimensional regression model, including
Tibshirani (1996); Hastie et al. (2001), and was chosen here in order to illustrate the performance of
CLERE in comparison to the competing methods. We used the prostate specific antigen (variable 1psa)
as response variable and the p = 8 other measurements as covariates.

The eyedata data set is extracted from the published study of Scheetz et al. (2006). This data
set consists of gene expression levels measured at p = 200 probes in n = 120 rats. The response
variable utilized was the expression of the TRIM32 gene which is a biomarker of the Bardet-Bidel
Syndrome (BBS). We chose this data set to illustrate the performances of CLERE on a (manageable)
high-dimensional problem which is the actual context for which this method was developped (Yengo
et al., 2014).

Those two data sets were utilized to compare CLERE to the same methods used in the previous
section where the simulation study was presented. All methods were compared in terms of out-of-
sample prediction error estimated using 5-fold cross validation (CV). Those CV statistics were then
averaged and compared across the methods in Table 2.
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Figure 2: Comparison between CLERE and some standard dimension reduction approaches. The
number of estimated parameters (df: 4/ — standard error) is given in the right along with the name of
the method utilized. The average computational time with its corresponding standard error (given in
parenthesis) is also provided for each situation.

Running the analysis

Before presenting the results of the comparison between CLERE and its competitors, we illustrate the
commands to run the analysis of the Prostate data set. The data set is loaded by typing:

R> data("Prostate”, package = "lasso2")
R> y <- Prostate[, "lpsa”]
R> x <- as.matrix(Prostate[, -which(colnames(Prostate) == "lpsa")])

Possible training (xt and yt) and validation (xv and yv) sets are generated as follows:

R> itraining <- 1:(0.8*nrow(x))
R> xt <- x[ itraining,]; yt <- y[ itraining]
R> xv <- x[-itraining,]; yv <- y[-itraining]

The fitClere() function is run using the AIC to select the number of groups between 1 and 5. To
lessen the impact of local minima in the model selection, 5 random starting points are used. This can
be implemented by:

R> Seed <- 1234

R> mod <- fitClere(y = yt, x = xt, g = 5, analysis = "aic”, parallel = TRUE,

+ nstart = 5, sparse = TRUE, nItEM = 2000, nBurn = 1000,
nItMC = 19, dp = 5, nsamp = 1000, seed = Seed)

R> summary (mod)

Model object 2 groups of variables ( Selected using AIC criterion )

Estimated parameters using SEM algorithm are
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intercept = -0.1339

b = 0.0000 0.4722
pi = 0.7153 0.2848
sigma2 = 0.395

gammaz2 = 4.065e-08

Log-likelihood = -78.31
Entropy = 0.5464
AIC = 168.63
BIC = 182.69
ICL = 183.23

R> plot(mod)

Running the command plot(mod) generates the plot given in Figure 1. We can also access the
cluster memberships by running the command clusters(). For example, running the command
clusters(mod, threshold = 0.7) yields

R> clusters(mod, thresold = 0.7)
lcavol lweight age 1bph svi lcp gleason  pgg45
2 2 1 1 1 1 1 1

In the example above 2 variables, being the cancer volume (1cavol) and the prostate weight (lweight),
were assigned to group 2 (bp = 0.4737). The other 6 variables were assigned to group 1 (b; = 0).
Posterior probabilities of membership are available through the slot P in the object of class “Clere”.

R> mod@P
Group 1 Group 2
lcavol 0.000 1.000

lweight 0.000 1.000
age 1.000 0.000
1bph 1.000 0.000
svi 0.764 0.236
lcp 1.000 0.000
gleason 1.000 0.000
pgg4s 1.000 ©.000

The covariates were respectively assigned to their group with a probability larger than 0.7. Moreover,

given that parameter ¥2had a very small value (72 = 4.065 x 1078), we can argue that cancer volume
and prostate weight are the only relevant explanatory covariates. To assess the prediction error
associated with the model we can run the command predict() as follows:

R> error <- mean((yv - predict(mod, xv))*2)
R> error
[1] 1.543122

Results of the analysis

Table 2 summarizes the prediction errors and the number of parameters obtained for all the methods.
CLEREj had the lowest prediction error in the analysis of the Prostate data set and the second best
performance for the eyedata data set. The AVG method was also very competitive compared to the
variable selection approaches stressing thus the relevance of creating groups of variables to reduce the
dimensionality (especially in the eyedata data set). It is worth noting that in both data sets, imposing
the constraint b = 0 improved the predictive performance of CLERE.

In the Prostate data set, CLERE robustly identified two groups of variables representing influential
(bp > 0) and not relevant variables (b1 = 0). In the eyedata data set in turn, AIC led to selecting only
one group of variables. However, this did not lessen the predictive performance of the model since
CLERE( was second best after AVG, while needing significantly less parameters. PACS performed
badly in both data sets. The Elastic net showed good predictive performances compared to the variable
selection methods like LASSO or the Spike and Slab model. Ridge regression and Elastic net had
comparable results in both data sets. In line with the results of the simulation study, we observed that
despite a larger computational time (CT), CLERE and CLERE, had a reduced mean squared error
compared to the fastest methods. However, this improvement was less substantial than observed in
the simulation study given the differences in CT. This increased CT may be explained by the fact that
no simple stopping rule is proposed when fitting CLERE. We may therefore contemplate that a smaller

The R Journal Vol. 8/1, Aug. 2016 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES 104

100x Averaged CV statistic Number of parameters CT (seconds)

(Std. Error) (Std. Error) (Std. Error)
Prostate data set
LASSO 90.2(29) 5.6 (0.7) 0.064 ( 0.007)
RIDGE 86.8 (24) 8.0(0) 0.065 (0.002)
Elastic net 90.3(24) 8.0(0) 0.065 (0.002)
STEP 442.4 (137) 8.0(0) 0.004 (0.001)
CLERE 82.4(25) 6.0(0) 1.1(0.1)
CLERE, 745 (26) 5.0(0) 2.7(0.8)
Spike and Slab 85.6 (26) 5.6 (0.7) 4.2(0.03)
AVG 90.2 (27) 6.2(04) 0.44 (0.06)
PACS 90.6 (34) 5.6(0.4) 0.053 (0.002)
eyedata
LASSO 0.73(0.1) 21.2(2) 0.18(0.01)
RIDGE 0.74(0.1) 200.0 (0) 0.24 (0.004)
Elastic net 0.74(0.1) 200.0 (0) 0.23(0.003)
STEP 1142.6 (736) 95.0(0) 0.083 (0.002)
CLERE 0.73(0.1) 4.0(0) 21.5(0.2)
CLERE, 0.72(0.1) 3.0(0) 21.1(0.1)
Spike and Slab 0.81(0.2) 12.4(09) 10.3(0.1)
AVG 0.70 (0.04) 156 (2) 10.6 (04)
PACS 2.0(0.9) 3.0(0.3) 108.9 (28)

Table 2: Real data analysis. Out-of-sample prediction error (averaged CV statistic) was estimated
using 100-folds cross validation. The number of parameters reported for CLERE/CLERE was selected
using AIC. CT stands for the average Computational Time.

number of SEM iterations could have been used to yield a similar prediction error. Indeed, when
looking at Figure 1, we see that convergence was achieved almost from the first 10 iterations. Still,
the observed CT for CLERE being around 22s for the eyedata data set and around 3s for the Prostate
data set remains affordable in these examples.

The results of this analysis on real data were made available as an internal data set named
numExpRealData in the R package clere. Using the command help("numExpRealData”) more details
can be obtained.

Conclusions

We presented in this paper the R package clere. This package implements two efficient algorithms
for fitting the CLusterwise Effect REgression model: the MCEM and the SEM algorithms. The
MCEM algorithm is to be preferred when p < n; the SEM algorithm is more efficient for high-
dimensional data sets (n < p). The good performance of SEM over MCEM could have been expected
regarding the computational complexities of the two algorithms that are O (npg + g + Nyaxnt ¢) and
O (M(p* + pg)) respectively. In fact, as long as p > n, the SEM algorithm has a lower complexity.
However, the computational time to run our SEM algorithm is more variable compared to MCEM as
its M step does not have a closed form. We finally advocate the use of the MCEM algorithm only when
p < n. Another important feature for model interpretation is proposed by constraining the model
parameter b to equal 0, which leads to variable selection. Such a constraint may also lead to a reduced
prediction error. We illustrated on a real data set, how to run an analysis, based on a detailed R
script. Although our numerical experiments showed that the CLERE method tended to be slower than
variable selection methods, it still provided better or competitive predictive performance. In addition,
the CLERE model was often more parsimonious than other models and was easily interpretable since
groups of regression coefficients/variables could be summarized using a single parameter.

Our model can easily be extended to the analysis of binary responses. This extension will be made
available in a forthcoming version of the package. Another direction for future research will be to
develop an efficient stopping rule for the proposed SEM algorithm, specific to our context. Such a
criterion is expected to improve the computational performance of our estimation algorithm.
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Stylometry with R: A Package for

Computational Text Analysis
by Maciej Eder, Jan Rybicki and Mike Kestemont

Abstract This software paper describes ‘Stylometry with R’ (stylo), a flexible R package for the high-
level analysis of writing style in stylometry. Stylometry (computational stylistics) is concerned with the
quantitative study of writing style, e.g. authorship verification, an application which has considerable
potential in forensic contexts, as well as historical research. In this paper we introduce the possibilities
of stylo for computational text analysis, via a number of dummy case studies from English and French
literature. We demonstrate how the package is particularly useful in the exploratory statistical analysis
of texts, e.g. with respect to authorial writing style. Because stylo provides an attractive graphical user
interface for high-level exploratory analyses, it is especially suited for an audience of novices, without
programming skills (e.g. from the Digital Humanities). More experienced users can benefit from our
implementation of a series of standard pipelines for text processing, as well as a number of similarity
metrics.

Introduction

Authorship is a topic which continues to attract considerable attention with the larger public. This
claim is well illustrated by a number of high-profile case studies that have recently made headlines
across the popular media, such as the attribution of a pseudonymously published work to acclaimed
Harry Potter novelist, ]. K. Rowling (Juola, 2013), or the debate surrounding the publication of Harper
Lee’s original version of To Kill a Mocking Bird and the dominant role which her editor might have
played therein (Gamerman, 2015). The authorship of texts clearly matters to readers across the globe
(Love, 2002) and therefore it does not come as a surprise that computational authorship attribution
increasingly attracts attention in science, because of its valuable real-world applications, for instance,
related to forensics topics such as plagiarism detection, unmasking the author of harassment messages
or even determining the provenance of bomb letters in counter-terrorism research. Interestingly, the
methods of stylometry are also actively applied in the Humanities, where multiple historic authorship
problems in literary studies still seek a definitive solution — the notorious Shakespeare-Marlowe
controversy is perhaps the best example in this respect.

Authorship attribution plays a prominent role in the nascent field of stylometry, or the computa-
tional analysis of writing style (Juola, 2006; Stamatatos et al., 2000; Stamatatos, 2009; Koppel et al., 2009;
Van Halteren et al., 2005). While this field has important historical precursors (Holmes, 1994, 1998),
recent decades have witnessed a clear increase in the scientific attention for this problem. Because
of its emergent nature, replicability and benchmarking still pose significant challenges in the field
(Stamatatos, 2009). Publicly available benchmark data sets are hard to come across, mainly because of
copyright and privacy issues, and there are only a few stable, cross-platform software packages out
there which are widely used in the community. Fortunately, a number of recent initiatives lead the way
in this respect, such as the recent authorship tracks in the PAN competition (http://pan.webis.de),
where e.g. relevant data sets are efficiently interchanged.

In this paper we introduce ‘Stylometry with R’ (stylo), a flexible R package for the high-level
stylistic analysis of text collections. This package explicitly seeks to further contribute to the recent
development in the field towards a more advanced level of replicability and benchmarking in the field.
Stylometry is a multidisciplinary research endeavor, attracting contributions from divergent scientific
domains, which include researchers from Computer Science — with a fairly technical background — as
well as experts from the Humanities — who might lack the computational skills which would allow
them easy access to the state-of-the-art methods in the field (Schreibman et al., 2004). Importantly,
this package has the potential to help bridge the methodological gap luring between these two
communities of practice: on the one hand, stylo’s API allows to set up a complete processing pipeline
using traditional R scripting; on the other hand, stylo also offers a rich graphical user interface which
allows non-technical, even novice practitioners to interface with state-of-the-art methods without the
need for any programming experience.

Overview of stylometry

Stylometry deals with the relationship between the writing style in texts and meta-data about those
texts (such as date, genre, gender, authorship). Researchers in ‘stylochronometry’, for instance, are
interested in inferring the date of composition of texts on the basis of stylistic aspects (Stamou, 2008;
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Juola, 2007). Authorship studies are currently the most popular application of stylometry. From
the point of view of literary studies, stylometry is typically concerned with a number of recent
techniques from computational text analysis that are sometimes termed “distant reading’, ‘not reading’
or ‘macroanalysis’ (Jockers, 2013). Instead of the traditional practice of ‘close reading’ in literary
analysis, stylometry does not set out from a single direct reading; instead, it attempts to explore large
text collections using computational techniques (and often visualization). Thus, stylometry tries to
expand the scope of inquiry in the humanities by scaling up research resources to large text collections
in order to find relationships and patterns of similarity and difference invisible to the eye of the human
reader.

Usually, stylometric analyses involve a complex, multi-stage pipeline of (i) preprocessing, (ii)
feature extraction, (iii) statistical analysis, and finally, (iv) presentation of results, e.g. via visualization.
To this end, researchers presently have to resort to an ad hoc combination of proprietary, language-
dependent tools that cannot easily be ported across different platforms. Such solutions are difficult
to maintain and exchange across (groups of) individual researchers, preventing straightforward
replication of research results and reuse of existing code. stylo, the package presented, offers a rich,
user-friendly suite of functionality that is ideally suited for fast exploratory analysis of textual corpora
as well as classification tasks such as are needed in authorship attribution. The package offers an
implementation of the main methods currently dominant in the field. Its main advantage therefore lies
in the integration of typical (e.g. preprocessing) procedures from stylometry and statistical functionality
by other, external libraries. Written in the R language, the source code and binaries for the package
are freely available from the Comprehensive R Archive Network, guaranteeing a straightforward
installation process across different platforms (both Unix- and Windows-based operating systems).
The code is easily adaptable and extensible: the developers therefore continue to welcome user
contributions, feedback and feature requests. Our code is open source and GPL-licensed: it is being
actively developed on GitHub.'

In the rest of this paper, we will first illustrate the functionality of the package for unsupervised
multivariate analysis through the high-level function stylo(). Secondly, we will discuss a number
of graphical user interfaces which we provide for quick exploration of corpora, in particular by
novice users or students in an educational setting, as well as for scholars in the Humanities without
programming experience. Next, we move on to the function classify(), implementing a number of
supervised classification procedures from the field of Machine Learning. Finally, we concisely discuss
the oppose(), rolling.delta() and rolling.classify() functionality which allow, respectively, to
inspect differences in word usage between two subsets of a corpus, and to study the evolution of the
writing style in a text.

Overview of the package

Downloading, installing and loading stylo is straightforward. The package is available at CRAN and
at GitHub repository. The main advantages and innovative features of stylo include:

Feature extraction

Crucial in stylometry is the extraction of quantifiable features related to the writing style of texts
(Sebastiani, 2002). A wide range of features have been proposed in the literature, considerably varying
in complexity (Stamatatos, 2009). ‘Stylometry with R” focuses on features that can be automatically
extracted from texts, i.e. without having to resort to language-dependent preprocessing tools. The
features that the package allows to extract are n-grams on token- and character level (Houvardas
and Stamatatos, 2006; Kjell, 1994). Apart from the fact that this makes the package considerably
language-independent, such shallow features have been shown to work well for a variety of tasks in
stylometry (Daelemans, 2013; Kestemont, 2014). Moreover, users need not annotate their text materials
using domain-specific tools before analyzing them with ‘Stylometry with R’. Apart from the standard
usage, however, the package does allow the users to load their own annotated corpora, provided that
this is preceded by some text pre-processing tasks. An example of such a non-standard procedure
will be shown below. Thus, stylo does not aim to supplant existing, more targeted tools and packages
from Natural Language Processing (Feinerer et al., 2008) but it can easily accommodate the output of
such tools as a part of its processing pipeline.

1https://github.com/computationalstylistics/stylo
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Metrics

A unique feature of stylo is that it offers reference implementations for a number of established
distance metrics from multivariate statistical analysis, which are popular in stylometry, but uncommon
outside the field. Burrows’s Delta is the best example here (Burrows, 2002); it is an intuitive distance
metric which has attracted a good share of attention in the community, also from a theoretical point of
view (Hoover, 2004a,b; Argamon, 2011).

Graphical user interface

The high-level functions of the package provide a number of Graphical User Interfaces (GUIs) which
can be used to intuitively set up a number of established experimental workflows with a few clicks (e.g.
unsupervised visualization of texts based on word frequencies). These interfaces can be easily invoked
from the command line in R and provide an attractive overview of the various experimental parameters
available, allowing users to quickly explore the main stylistic structure of corpora. This feature is
especially useful in an educational setting, allowing (e.g. undergraduate) students from different
fields, typically without any programming experience, to engage in stylometric experimentation.
The said high-level functions keep the analytic procedure from corpus pre-processing to final results
presentation manageable from within a single GUI. More flexibility, however, can be achieved when
the workflow is split into particular steps, each controlled by a dedicated lower-level function from
the package, as will be showcased below.

Example workflow

An experiment in stylometry usually involves a workflow whereby, subsequently, (i) textual data is
acquired, (ii) the texts are preprocessed, (iii) stylistic features are extracted, (iv) a statistical analysis is
performed, and finally, (v) the results are outputted (e.g. visualized). We will now illustrate how such
a workflow can be performed using the package.

Corpus preparation

One of the most important features of stylo is that it allows loading textual data either from R objects,
or directly from corpus files stored in a dedicated folder. Metadata of the input texts are expected to
be included in the file names. The file name convention assumes that any string of characters followed
by an underscore becomes a class identifier (case sensitive). In final scatterplots and dendrograms,
colors of the samples are assigned according to this convention; common file extensions are dropped.
E.g. to make the samples colored according to authorial classes, files might be named as follows:

ABronte_Agnes.txt  ABronte_Tenant.txt Austen_Pride. txt
Austen_Sense. txt Austen_Emma. txt CBronte_Professor. txt
CBronte_Jane. txt CBronte_Villette. txt EBronte_Wuthering.txt

All examples below can be reproduced by the user on data sets which can be downloaded from
the authors’ project website.” For the sake of convenience, however, we will use the datasets that come
with the package itself:

data(novels)
data(galbraith)
data(lee)

Our first example uses nine prose novels by Jane Austen and the Bronté sisters, provided by the
dataset novels.

Preprocessing

stylo offers a rich set of options to load texts in various formats from a file system (preferably encoded
in UTF-8 Unicode, but it also supports other encodings, e.g. under Windows). Apart from raw text,
stylo allows to load texts encoded according to the guidelines of the Text Encoding Initiative, which is
relatively prominent in the community of text analysis researchers.’ To load all the files saved in a
directory (e.g. ‘corpus_files’), users can use the following command:

2https://sites.google.com/site/computationalstylistics/corpora
Shttp://www. tei-c.org/index.xml
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raw.corpus <- load.corpus(files = "all"”, corpus.dir = "corpus_files"”,
encoding = "UTF-8")

If the texts are annotated in e.g. XML, an additional pre-processing procedure might be needed:
corpus.no.markup <- delete.markup(raw.corpus, markup.type = "xml")

Since the dataset that we will use has no annotation, the markup deletion can be omitted. We start
the procedure with making the data visible for the user:

data(novels)
summary (novels)

To preprocess the data, stylo offers a number of tokenizers that support a representative set of
European languages, including English, Latin, German, French, Spanish, Dutch, Polish, Hungarian,
as well as basic support for non-Latin alphabets such as Korean, Chinese, Japanese, Hebrew, Arabic,
Coptic and Greek. Tokenization refers to the process of dividing a string of input texts into countable
units, such as word tokens. To tokenize the English texts, e.g. splitting items as ‘don’t’ into ‘do” and
‘n’t’ and lowercasing all words, the next command is available:

tokenized.corpus <- txt.to.words.ext(novels, language = "English.all"”,
preserve.case = FALSE)

The famous first sentence of Jane Austen’s Pride and Prejudice, for instance, looks like this in its
tokenized version (the 8th to the 30th element of the corresponding vector):

tokenized.corpus$Austen_Pride[8:30]

[1]1 "it” "is" "a" "truth” "universally”
[6] "acknowledged” "that" "a" "single” "man"

[11] Hinﬁl Ilpossessionll Hof‘ll llall llgoodll

[16] "fortune" "must” "be" "in" "want"

[21] "of” ngn "wife”

To see basic statistics of the tokenized corpus (number of texts/samples, number of tokens in
particular texts, etc.), one might type:

summary (tokenized. corpus)
For complex scripts, such as Hebrew, custom splitting rules could easily be applied:

tokenized.corpus.custom.split <- txt.to.words(tokenized.corpus,
splitting.rule = "[*A-Za-z\U@5C6\UQ5D0-\UBSEA\UO5FO-\UO5F2]+",
preserve.case = TRUE)

A next step might involve ‘pronoun deletion’. Personal pronouns are often removed in stylometric
studies because they tend to be too strongly correlated with the specific topic or genre of a text
(Pennebaker, 2011), which is an unwanted artefact in e.g. authorship studies (Hoover, 2004a,b). Lists
of pronouns are available in stylo for a series of languages supported. They can be accessed via for
example:

stylo.pronouns(language = "English")

[1] "he" "her" "hers" "herself” "him"

[6] "himself” "his" "i" "me" "mine”

[11] "my” "myself” "our" "ours"” "ourselves”
[16] "she" "thee" "their” "them" "themselves"
[21] "they" "thou" "thy" "thyself"” "us"

[26] "we" "ye" "you" "your" "yours"

[31] "yourself"

Removing pronouns from the analyses (much like stopwords are removed in Information Retrieval
analyses) is easy in stylo, using the delete.stop.words() function:

corpus.no.pronouns <- delete.stop.words(tokenized.corpus,
stop.words = stylo.pronouns(language = "English"))

The above procedure can also be used to exclude any set of words from the input corpus.
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Features

After these preprocessing steps, users will want to extract gaugeable features from the corpus. In a
vast majority of approaches, stylometrists rely on high-frequency items. Such features are typically
extracted in the level of (groups of) words or characters, called n-grams (Kjell, 1994). Both word-
token and character n-grams are common textual features in present-day authorship studies. Stylo
allows users to specify the size of the n-grams which they want to use. For third order character
trigrams (n = 3), for instance, an appropriate function of stylo will select partially overlapping series
of character groups of length 3 from a string of words (e.g. ‘tri’, ‘rig’, “igr’, ‘gra’, ‘ram’, ‘ams’). Whereas
token level features have a longer tradition in the field, character n-grams have been fairly recently
borrowed from the field of language identification in Computer Science (Stamatatos, 2009; Eder, 2011).
Both n-grams at the level of characters and words have been listed among the most effective stylistic
features in survey studies in the field. For n = 1, such text representations model texts under the
so-called ‘bag-of-words” assumption that the order and position of items in a text is negligible stylistic
information. To convert single words into third order character chains, or trigrams:

corpus.char.3.grams <- txt.to.features(corpus.no.pronouns, ngram.size = 3,
features = "c")

Sampling

Users can study texts in their entirety, but also draw consecutive samples from texts in order to
effectively assess the internal stylistic coherence of works. The sampling settings will affect how the
relative frequencies are calculated and allow users to normalize text length in the data set. Users can
specify a sampling size (expressed in current units, e.g. words) to divide texts into consecutive slices.
The samples can partially overlap and they can be also be extracted randomly. As with all functions,
the available options are well-documented:

help(make.samples)
To split the current corpus into non-overlapping samples of 20,000 words each, one might type:

sliced.corpus <- make.samples(tokenized.corpus, sampling = "normal.sampling”,
sample.size = 20000)

Counting frequent features

A crucial point of the dataset preparation is building a frequency table. In stylometry, analyses are
typically restricted to a feature space containing the # most frequent items. It is relatively easy to
extract e.g. the 3,000 most frequent features from the corpus using the following function:

frequent.features <- make.frequency.list(sliced.corpus, head = 3000)

After the relevant features have been harvested, users have to extract a vector for each text or
sample, containing the relative frequencies of these features, and combine them into a frequency table
for the corpus. Using an appropriate function from stylo, these vectors are combined in a feature
frequency table which can be fed into a statistical analysis (external tables of frequencies can be loaded
as well):

fregs <- make.table.of.frequencies(sliced.corpus, features = frequent.features)

Feature selection and sampling settings might interact: an attractive unique feature of stylo is that
it allows users to specify different ‘culling’ settings. Via culling, users can specify the percentage of
samples in which a feature should be present in the corpus in order to be included in the analysis.
Words that do not occur in at least the specified proportion of the samples in the corpus will be ignored.
For an 80% culling rate, for instance:

culled.freqgs <- perform.culling(fregs, culling.level = 80)

Analysis

Stylo offers a seamless wrapper for a variety of established statistical routines available from R’s core
library or contributed by third-party developers; these include t-Distributed Stochastic Neighbor Em-
bedding (van der Maaten and Hinton, 2008), Principal Components Analysis, Hierarchical Clustering
and Bootstrap Consensus Trees (a method which will be discussed below). An experiment can be
initiated with a pre-existing frequency table with the following command:
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stylo(frequencies = culled.freqs, gui = FALSE)

When the input documents are loaded directly from text files, the default features are most frequent
words (MFWs), i.e. 1-grams of frequent word forms turned into lowercase. Also, by default, a standard
cluster analysis of the 100 most frequent features will be performed. To perform e.g. a Principal
Components Analysis (with correlation matrix) of the 200 most frequent words, and visualize the
samples position in the space defined by the first two principal components, users can issue the
following commands:

stylo(corpus.dir = "directory_containing_the_files”, mfw.min = 200, mfw.max = 200,
analysis.type = "PCR", sampling = "normal.sampling”, sample.size = 10000,
gui = FALSE)

In Fig. 1, we give an example of how Principal Components Analysis (the first two dimensions)
can be used to visualize texts in different ways, e.g. with and without feature loadings. Because
researchers are often interested in inspecting the loadings of features in the first two components
resulting from such an analysis, stylo provides a rich variety of flavours in PCA visualizations. For an
experiment in the domain of authorship studies, for instance, researchers will typically find it useful
to plot all texts/samples from the same author in the same color. The coloring of the items in plots can
be easily controlled via the titles of the texts analyzed across the different R methods that are used for
visualization — a commodity which is normally rather painful to implement across different packages
in R. Apart from exploratory, unsupervised analyses, stylo offers a number of classification routines
that will be discussed below.

The examples shown in Fig. 1 were produced using the following functions:

stylo(frequencies = culled.freqgs, analysis.type = "PCR",
custom.graph.title = "Austen vs. the Bronte sisters”,
pca.visual.flavour = "technical”,
write.png.file = TRUE, gui = FALSE)

stylo(frequencies = culled.freqgs, analysis.type = "PCR",
custom.graph.title = "Austen vs. the Bronte sisters”,
write.png.file = TRUE, gui = FALSE)

stylo(frequencies = culled.freqgs, analysis.type = "PCR",
custom.graph.title = "Austen vs. the Bronte sisters”,
pca.visual.flavour = "symbols"”, colors.on.graphs = "black”,
write.png.file = TRUE, gui = FALSE)

stylo(frequencies = culled.freqgs, analysis.type = "PCR",
custom.graph.title = "Austen vs. the Bronte sisters”,
pca.visual.flavour = "loadings",
write.png.file = TRUE, gui = FALSE)

Return value

Stylo makes it easy to further process the objects returned by an analysis. To cater for the needs of less
technical users, the results returned by an analysis are saved by default to a number of standard files
and outputted on screen. Advanced users can easily use the returned objects in subsequent processing;:

stylo.results = stylo() # optional arguments might be passed

print(stylo.results)
summary(stylo.results)

The list of features created, for instance, can be easily accessed (and manipulated) subsequently,
and the same applies to tables of frequencies or other results:

stylo.results$features
stylo.results$table.with.all.freqgs
stylo.results$distance.table
stylo.results$pca.coordinates
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Figure 1: Illustration of different visualization options for the first two dimensions outputted by a
Principal Components Analysis (applied to 9 novels by 4 authors from our dummy corpus). Four
different visualization flavours are presented: “Technical” (Fig. 1a), ‘Classic’ (Fig. 1b), ‘Symbols’ (Fig.
1c) and ‘Loadings’ (Fig. 1d). Users whose file names follow stylo’s naming conventions can easily
exploit different coloring options.

GUI mode

Apart from the various functions to perform actual stylometric tasks, the package comes with a series
of GUIs that can be used to set up typical experimental workflows in a quick and intuitive fashion.
This unique feature renders stylo especially useful in educational settings involving students and
scholars without programming experience. The cross-platform graphical user interface (automatically
installed along with the rest of the package) has been written for Tel/Tk and can be easily invoked
from the command line. Four GUIs are currently available, which all come with extensive tooltips to
help users navigate the different options. In this section, we will illustrate the use of these GUIs via an
unsupervised stylometric experiment involving Bootstrap Consensus Trees.

The currently most widely used GUI component of ‘Stylometry with R” is the eponymous GUI for
stylo(), which is useful for the unsupervised stylistic exploration of textual corpora. It can be easily
invoked using a single intuitive command (without the need to specify additional arguments):

stylo()

The various tabs of the stylo GUI (see Figure 2) present in a clear fashion the various parameters
which can be specified before running the analysis by clicking the OK button. Users can freely switch
between tabs and revisit them before running an experiment. Moreover, stylo will remember the
experimental settings last used, and automatically default to these when users re-launch the GUI
(which is useful for authors running a series of consecutive experiments with only small changes in
parameters).

To illustrate the GUI mode, we will now concisely discuss a sample experiment involving Bootstrap
Consensus Trees (BCT, selectable under the STATISTICS tab in the GUI). In stylometry, BCT exploits the
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Figure 2: The Graphical User Interface for stylo (FEATURES tab). The high-level functions of stylo
provide Graphical User Interfaces (GUISs) to intuitively set up experimental workflows. This feature
is especially useful in an educational setting, allowing students without programming experience to
engage in stylometric exploration and experimentation.

idea that the results become stable when one divides the list of MFW in non-identical, yet potentially
overlapping frequency bands and analyzes these independently from each other (Eder, 2012). BCT
were originally borrowed by Eder from the field of Language Evolution and Genetics; since a number
of successful applications of the technique have been reported in the literature (Rybicki and Heydel,
2013; van Dalen-Oskam, 2014; Stover et al., 2016). If the user specifies that different frequency bands
should be used on the FEATURES tab, the bootstrap procedure will run different (virtual) cluster
analyses and aggregate the results into a single (unrooted) consensus tree. This visualization will
only consider nodes for which there exists a sufficiently large consensus among the individual cluster
analyses. The user in the corresponding text field (e.g. 0.5, which comes down to a majority vote for
the cluster nodes). As such, users can assess the similarities between texts across different frequency
bands.

Under the FEATURES tab, users can define the minutes of the MFW division and sampling
procedure, using the increment, the minimum and maximum parameters. For minimum = 100, maximum =
3000, and increment = 50, stylo will run subsequent analyses for the following frequency bands: 100
MEW, 50-150 MFW, 100-200 MFEW, ..., 2900-2950 MFW, 2950-3000 MFW. This is an attractive feature
because it enables the assessment of similarities between texts across different bands in the frequency
spectrum. A parallel logic underpins the CULLING text fields, where experiments will be carried out
iteratively for different culling rates.

We illustrate the working of the BCT procedure in stylo using the recently covered case study
on Go Set a Watchman, the second novel by Harper Lee, written before To Kill a Mockingbird. The
novel itself attracted a reasonable attention worldwide, also because of its alleged authorship issues.
Suspicion resurfaced about the strange fact that one of the greatest bestsellers in American history
was its author’s only completed work; Lee’s childhood friendship with Truman Capote (portrayed as
Dill in To Kill A Mockingbird) and their later association on the occasion of In Cold Blood fueled more
speculations on the two Southern writers” possible, or even just plausible, collaboration; finally, the
role of Tay Hohoff, Lee’s editor on her bestseller, was discussed.

The stylometric study on this novel, featured in Wall Street Journal (Gamerman, 2015), revealed that
the truth proved to be at once much less sensational than most of the rumors. Very strong stylometric
evidence shows clearly that Harper Lee is the author of both To Kill A Mockingbird and Go Set A
Watchman. In our replication of the experiment, the following code was used to produce the plots:

data(lee)

stylo(frequencies = lee, analysis.type = "CA",
write.png.file = TRUE, custom.graph.title = "Harper Lee",
gui = FALSE)

stylo(frequencies = lee, analysis.type = "CA",
mfw.min = 1500, mfw.max = 1500, custom.graph.title = "Harper Lee”,
write.png.file = TRUE, gui = FALSE)

stylo(frequencies = lee, analysis.type = "BCT",

mfw.min = 100, mfw.max = 3000, custom.graph.title = "Harper Lee",
write.png.file = TRUE, gui = FALSE)
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Figure 3: Analysis of the corpus of 28 novels by Harper Lee, Truman Capote as well as a number
of comparable control authors writing in the American South. A frequency table of this corpus is
provided by the package stylo, so that all our experiments can be replicated. In all plots, Lee’s writing
style is clearly very consistent, even if for some input parameters Lee’s novels are close to Capote’s.
Figure panel 3a-3b: Traditional dendrograms outputted by cluster analyses with Burrows’s Classic
Delta Metric for 100 MFW and 1,500 MFW respectively (default settings; entire novels). Figure panel
3c: Bootstrap consensus tree for 100 MFW to 3,000 MFW (with an incremental step size of 50 words).
Unrooted tree which combines clade information from analyses such as the ones presented in Fig.
la-1b. The tree collapses nodes which were observed in at least 50% of the underlying trees (majority

vote).

Classify

Apart from the already-discussed explanatory multivariate tests and the associated visualizations,
stylometry has borrowed a number of advanced classification methods from the domain of Machine
Learning. Some of them have simply been transferred to stylometry (e.g. Support Vector Machines or
Naive Bayes Classifier); others have been tailored to the needs of humanities researchers. The best
example in this respect is Delta, a so-called ‘lazy’ learner developed by Burrows (Burrows, 2002). The
stylo package offers an interface to a selection of established classifiers: including Burrows’s original
Delta and other distance-based classifiers, Nearest Shrunken Centroids, Support Vector Machines and
Naive Bayes Classifier. These are available through a single function:

classify() # optional arguments might be passed

If any non-standard text preprocessing procedures are involved, the above function can be fed
with the result of a multi-stage custom pipeline. Combining the function classify() with spreadsheet
tables of frequencies is also possible.

In a typical classification experiment, the analysis is divided in two stages. In the first stage,
representative text samples for each target category (e.g. authorial group) are collected in a training
corpus. The remaining samples form the test corpus. The first set, being a collection of texts, e.g.
written by known authors (‘candidates’), serves as a sub-corpus for fine-tuning the hyperparameters of
a classifier and model architecture selection. The second set is a pool that consists of test texts of known
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authorship and anonymous texts of disputed authorial provenance. The classifier’s performance can
be measured by applying a standard evaluation metric to the classifier’s output on the test set (e.g. the
number of correct attributions to authors in the the training set). In stylo, users can divide their data
over two subdirectories (or input custom-created R objects using the low-level functions discussed
above); one directory should contain the training samples, the other the test samples. Other options
can be specified via the parameters that run parallel to those of the stylo() function, such as the
desired feature type or culling rate. Function-specific parameters for classify() include the number
of cross-validation folds or the type of classifier (e.g. Support Vector Machine).

We illustrate the performance of classification methods in stylo using the well-known case study of
the pseudonymous author Galbraith/Rowling, which recently attracted a good deal of press attention.
In July 2013, the Sunday Times (UK) revealed that J. K. Rowling, the successful author behind the
bestselling series of Harry Potter novels, had published a new detective novel (The Cuckoo’s Calling)
under the pseudonym of ‘Robert Galbraith’. (The paper had received an anonymous tip with respect
to this pen name over Twitter). For covering this case study, the Sunday Times has collaborated with
Patrick Juola, an authority in the field of authorship attribution, and Peter Millican (Juola, 2013).
They reported in a blog post on the Language Log that their stylometric analysis showed the writing
style (e.g. on the level of function words) found in The Cuckoo’s Calling to be broadly consistent with
Rowling’s writing in other works. Below, we report on a dummy attribution experiment which
illustrates a supervised procedure.

In this experiment we will confront Galbraith’s The Cuckoo’s Calling with 25 other fantasy novels
and thrillers by 4 famous novelists: H. Coben (e.g. Tell No One), C. S. Lewis (e.g. The Chronicles of
Narnia), ]. R. R. Tolkien (e.g. the Lord of the Rings trilogy) and J. K. Rowling (e.g. the Harry Potter series).
Our replication experiments indeed confirm that Galbraith’s writing style is more consistent with that
of Rowling than that of any other author included. Instead of loading particular text files, we will
use a computed table of frequencies provided by the package; the table has to be split into two tables
(training set and test set). As an illustration, we specify the training set manually (with two training
texts per class):

# specify a table with frequencies:
data(galbraith)
fregs <- galbraith

# specify class labels:

training.texts <- c("coben_breaker”, "coben_dropshot”, "lewis_battle"”,
"lewis_caspian”, "rowling_casual”, "rowling_chamber"”,
"tolkien_lord1"”, "tolkien_lord2")

# select the training samples:
training.set <- freqs[(rownames(freqs) %in% training.texts),]

# select remaining rows as test samples:
test.set <- freqs[!(rownames(freqgs) %in% training.texts),]

To perform Delta on the Rowling corpus (50 MFWs, no sampling), we type:

classify(training.frequencies = training.set, test.frequencies = test.set,
mfw.min = 50, mfw.max = 50, classification.method = "delta”,
gui = FALSE)

The results are automatically outputted to a log file “final_results.txt:

galbraith_cuckoos --> rowling rowling coben
50 MFW, culled @ 0%, 17 of 17 (100%)
General attributive success: 17 of 17 (100%)

MFWs from 50 to 50 @ increment 100
Culling from @ to @ @ increment 20
Pronouns deleted: FALSE; standard classification

The overall performance of the classifier for our dummy corpus is optimal, since 100% of the
test samples were correctly attributed to the correct authors. The experiment adds support to the
identification of the author of The Cuckoo’s Calling as Rowling. To combat model overfitting, cross-
validation on the training data can be applied. It has been shown that for linguistic datasets a standard
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10-fold cross validation might overestimate the performance of models, especially if languages other
than English are assessed (Eder and Rybicki, 2013). To neutralize class imbalance, stylo therefore
provides stratified cross-validation protocols for stylometric experiments. To perform a classification
with a ‘plain vanilla’ 20-fold CV, using Nearest Shrunken Centroids classification and a series of tests
for 50, 100, 150, 200, ..., 500 MFWs, one might type:

results <- classify(training.frequencies = training.set,
test.frequencies = test.set,
mfw.min = 50, mfw.max = 500, mfw.incr = 50,

n n

classification.method = "nsc”, cv.folds = 20, gui = FALSE)
To inspect the classification accuracy for particular cross-validation folds, the user can type:
results$cross.validation.summary

Average scores of the cross-validation outcome (note that the overall performance is now slightly
worse, ca. 95%) can be accessed via:

colMeans(results$cross.validation.summary)

Miscellaneous other functions

Apart from the above discussed functions, the package offers miscellaneous other, less established
functions to stylometrically analyze documents. With the oppose() function, users can contrast
two sets of documents and extract the most characteristic features in both sets of texts. The most
discriminative features can be visualized and fed into other components of the package as part of
a pipeline. Several metrics are implemented that can select features which display a statistically
significant difference in distributions between both sets. Craig’s Zeta, for instance, is an extension of
the Zeta metric originally proposed by Burrows (Burrows, 2007), which remains a popular choice in
the stylometric community to select discriminative stylometric features in binary classification settings
(Craig and Kinney, 2009). An example of another more widely used metric for feature selection in
corpus linguistics is the Mann-Whitney ranks test (Kilgariff, 2001). As a dummy example, we can
confront the above mentioned texts; be it the novels by Jane Austen and Anne Bronté:

data(novels)

corpus.all <- txt.to.words.ext(novels, language = "English.all”,
preserve.case = TRUE)

corpus.austen <- corpus.all[grep(”Austen”, names(corpus.all))]
corpus.abronte <- corpus.alllgrep("ABronte”, names(corpus.all))]

zeta.results <- oppose(primary.corpus = corpus.austen,
secondary.corpus = corpus.abronte, gui = FALSE)

As can be seen in the results (first 20 most discriminating words), Jane Austen is an enthusiast
user of terms related to socio-cultural phenomena (e.g. situation, opinion, party, engaged, ...), whereas
Anne Bronté’s vocabulary can be characterized by a variety of auxiliary verbs with contractions, as
well as religious and light-related vocabulary (e.g. bright, dark).

zeta.results$words.preferred[1:20]

[1]1 "Her" "farther” "behaviour” "opinion” "party”

[6] "point” "perfectly” "afterwards” "Colonel” "directly”
[11] "spirits” "situation” "settled” "hardly" "Jane"

[16] "Emma" "equal” "family"” "engaged” "They"
zeta.results$words.avoided[1:20]

I:-I] ”don/\t" IIIAm" III/\]-]-" Hbesideﬂ "Arthur”

[6] "can*t" "I*ve" "it*s” "won*t” "Huntingdon”
[11] "presence" "Helen"” "face" "bright” "God"

[16] "mamma” "further” "heaven” "dark" "feet”

Of course, the above results of this simple feature selection tool can be fed into one of the package’s
classification routines:
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Figure 4: The Rolling Stylometry visualization. The medieval French allegoric story Roman de la Rose
assessed using Rolling SVM and 100 MFWs; window size: 5,000 words, sample overlap: 4,500 words.
Sections attributed to Guillaume de Lorris are marked red, those attributed to Jean de Meun are
green. The level of certainty of the classification is indicated by the thickness of the bottom stripe. The
commonly-accepted division into two authorial parts is marked with a vertical dashed line ‘b’.

combined. features <- c(zeta.results$words.preferred[1:20],
zeta.results$words.avoided[1:20])
stylo(parsed.corpus = corpus.all, features = combined.features, gui = FALSE)

Other functionality worth mentioning are rolling.delta() and rolling.classify(). These
functions implement a procedure meant to progressively analyze the development of a style in a
text, using e.g. one of the stylometric distance metrics discussed (Rybicki et al., 2014; Eder, 2016). In
many works, specific parts of the text are conjectured to have been plagiarized or contributed by
other authors: rolling.delta() and rolling.classify() offer an easy way to visualize local stylistic
idiosyncrasies in texts. In Fig. 4 we have plotted a rolling.classify() analysis of the well-known
French allegorical romance Roman de la Rose from the Middle Ages. It has been written by two authors:
Guillaume de Lorris is the author of the opening 4,058 lines (ca. 50,000 words), and the second part
by Jean de Meun consists of 17,724 lines (ca. 218,000 words). This knowledge is supported by the
text itself, since Jean de Meun explicitly points out the takeover point (it is marked with a dashed
vertical line ‘b’ in Fig. 4). In this example, the aim is to verify whether two authorial styles can indeed
be discerned in the text, that is, before and after the authorial takeover. First a Support Vector Machine
classifier is trained on four 5,000-word samples: two extracted from the beginning of the text and
two near the middle of the text (yet well beyond the hypothesized takeover: they are marked with
the dashed line ‘a’ and ‘c—d’, respectively). Next, we apply a windowing procedure and we extract
consecutive and partially overlapping samples from the entire text. Finally, the trained classifier is
applied to each of these 'windows.” In Fig. 4 we plot the respective classification scores for both
authors in each sample: in this case, these scores represent the probability, estimated by a Support
Vector Machine, that a particular sample should be attributed to one of the two authors involved.
Although the result is not flawless, a clear shift in authorial style can be discerned around the position
of the takeover, as indicated verbatimly in the text by one the authors.

The dataset to replicate the test can be downloaded from this page: https://sites.google.
com/site/computationalstylistics/corpora/Roman_de_la_Rose.zip. The following code should
be typed to perform the classification:

# unzipping the dataset
unzip("Roman_de_la_Rose.zip")

# changing working directory
setwd("Roman_de_la_Rose")

n

svm”, mfw = 100,
5000,

rolling.classify(write.png.file = TRUE, classification.method =
training.set.sampling = "normal.sampling”, slice.size
slice.overlap = 4500)
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Conclusion

‘Stylometry with R’ targets two distinct groups of users: experienced coders and beginners. Novice
users have found it useful to work with the intuitive Graphical User Interface (GUI), which makes it
easy to set and explore different parameters without programming experience. We wish to emphasize,
however, that stylo is useful beyond these high-level functions and GUISs: it also offers experienced
users a general framework that can be used to design custom processing pipelines in R, e.g. in other
text-oriented research efforts. The current version of stylo (version number 0.6.3) is available from
GitHub under a GPL 3.0 open-source licence; binary installation files are available from CRAN. stylo
has been used in a number of innovative studies in the field of computational stylistics (Kestemont
et al., 2013; van Dalen-Oskam, 2014; Lauer and Jannidis, 2014; Anand et al., 2014; Oakes and Pichler,
2013; Boot, 2013), and we encourage the future application of stylo to challenging new problems and
languages in stylometry.
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quickpsy: An R Package to Fit
Psychometric Functions for Multiple
Groups

by Daniel Linares and Joan Lopez-Moliner

Abstract quickpsy is a package to parametrically fit psychometric functions. In comparison with
previous R packages, quickpsy was built to easily fit and plot data for multiple groups. Here,
we describe the standard parametric model used to fit psychometric functions and the standard
estimation of its parameters using maximum likelihood. We also provide examples of usage of
quickpsy, including how allowing the lapse rate to vary can sometimes eliminate the bias in parameter
estimation, but not in general. Finally, we describe some implementation details, such as how to avoid
the problems associated to round-off errors in the maximisation of the likelihood or the use of closures
and non-standard evaluation functions.

Introduction

Statistical model

The response of humans, other animals and neurons in a classification task with a binary response
variable and a stimulus level as explanatory variable is often binomially modelled as (Watson, 1979;
O'Regan and Humbert, 1989; Klein, 2001; Wichmann and Hill, 2001a; Macmillan and Creelman, 2004;
Gold and Shadlen, 2007; Kingdom and Prins, 2009; Knoblauch and Maloney, 2012; Lu and Dosher,
2013; Gold and Ding, 2013)

M o/ .
£60) =TT () pss0) (1 i)™, (1)

i=1 \fi
where

e f is the probability mass function of the model or the likelihood when considered as a function
of the parameters;

* M is the number of stimulus levels used in the classification task;

e x; is the ith stimulus level;

* n; is the number of times that x; is presented;

e k= (ky,ka, ..., k) is the vector of responses with k; being the number of Yes-type (or correct)
responses when x; is presented;

e (x;;0) is the probability of responding Yes when x; is presented; it is called the psychometric
function and has the form

P(x;0) =p(x;a,B,7A) =7+ (1—7—A)F(x;a8), 2)

where

- 0 = (a,B,7,A) is the vector of parameters that define the parametric family of probability
mass functions of the model. « and p are the position and scale parameters. v and A are
the parameters corresponding to the leftward and rightward asymptote of ¢.

— Fis a function with leftward asymptote 0 and rightward asymptote 1—typically a
cumulative probability function with a sigmoidal shape such as the cumulative normal,
logistic or Weibull functions.

The model assumes that a given classification response does not depend on previous classifications.
This is an idealisation, given the known order effects such as adaptation, fatigue, learning or serial
dependence (Kingdom and Prins, 2009; Friind et al., 2011; Van der Burg et al., 2013; Fischer and
Whitney, 2014; Summerfield and Tsetsos, 2015).

Examples

Light detection. To measure the ability of an observer to detect light, a dim flash of light selected at
random from 5 different light intensities (x;; i = 1,..., M with M = 5) is presented and the observer is
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asked to report Yes if she has seen it and No otherwise. After her response, another intensity, selected
at random from the 4 intensities that have not been presented yet, is presented and the observer
classifies it again as seen or not seen. Then, the observer performs 3 more classifications until the 5
intensities have been presented. After that, the whole procedure is repeated 20 times using a new
random sequence of 5 intensities each time. Using this procedure, which is called the method of
constant stimuli (Green and Swets, 1966; Gescheider, 1997; Kingdom and Prins, 2009; Knoblauch and
Maloney, 2012), the observer will perform a total of 100 classifications with n; = 20 for all i. k; will
correspond to the number of times that the observer responds Yes for each intensity. Because it is
expected that, for very low intensities, the observer will never respond Yes and for very high intensities
the observer will always respond Yes, y and A are often fixed to 0.

Criterion-independent light detection. In the previous procedure, k depends on how confident the
observer needs to feel to give a Yes response—conservative observers will repond Yes less often
(Green and Swets, 1966; Macmillan and Creelman, 2004; Kingdom and Prins, 2009; Knoblauch and
Maloney, 2012; Lu and Dosher, 2013). To avoid criterion-dependent responses, 2-intervals forced
choice procedures are often used (Green and Swets, 1966; Kingdom and Prins, 2009; Knoblauch
and Maloney, 2012; Lu and Dosher, 2013). These procedures are similar to the criterion-dependent
procedure described above, but the stimulus is presented at random in one interval from two intervals
presented consecutively (marked with a sound, for example) and the observer needs to decide whether
the stimulus was presented in the first or the second interval. Because it is expected that for very
low intensities the observer will respond at chance, 7 is fixed at 1/2 (A is usually fixed to 0). More
generally, -y is fixed to 1/m when the observer needs to decide in which over m intervals the stimulus
was presented.

Light detection with lapses. Sometimes, the observer will miss the flash (because of a blink, for
example) or will make an error reporting the response (pressing the wrong response button, for
example). To account for these response lapses, A, which corresponds to (1 — ) times the lapse rate
(Kingdom and Prins, 2009), is not fixed but estimated as a parameter (Wichmann and Hill, 2001a,b).

Point estimation and confidence intervals

The point estimation of the parameters 8 of the model in (1), 8, is sometimes obtained using Bayesian
methods (Kuss et al., 2005; Kingdom and Prins, 2009), but more often using maximum likelihood (ML;
Watson, 1979; O’'Regan and Humbert, 1989; Wichmann and Hill, 2001a; Kingdom and Prins, 2009;
Knoblauch and Maloney, 2012; Lu and Dosher, 2013) . 0 is defined as the value of 6 that maximises
the likelihood L defined as L(0) = f(k; ).

Maximising L is equivalent to maximising log (L), which for the model in (1) is

logL(6) = ]\ZA: (log (Z

i=1

l) +ki1081/’(xi;9)+(”i—ki)108(1—¢’(xi;9)))- 3)
1

The confidence intervals CI for 6 are usually estimated using parametric or non-parametric
bootstrap, often using the percentile method (Wichmann and Hill, 2001b; Kingdom and Prins, 2009;
Knoblauch and Maloney, 2012). For example, for the parameter «, the bootstrap percentile interval is
defined as (“Eﬁa/z)’“?ka/z) ), where “?a/Z) and tX’(klfu/Z) are the 2/2 and the 1 — a/2 percentiles of the
bootstrapped replications of &. The ith bootstrap replication «; is obtained using ML, but this time for
a vector of simulated responses k*. Each k7 is simulated from a binomial distribution with parameters
n; and p; where p; is ¢(x;; 8) for the parametric bootstrap and k; /n; for the non-parametric bootstrap
(which is equivalent to sampling with replacement from the distribution of Yes and No responses). It
could be demonstrated that CI = (txza /2y ocZ‘liu /2>) is a well-defined confidence interval (Wasserman,
2013). That is, P(a € CI) > 1 — a where P is a probability and 4 is often arbitrarily chosen as 0.05. The
confidence intervals for the other parameters are obtained similarly.

The observer’s behaviour in classification tasks is often summarised by a threshold x;, (O'Regan
and Humbert, 1989; Wichmann and Hill, 2001a; Kingdom and Prins, 2009; Knoblauch and Maloney,
2012; Lu and Dosher, 2013), which corresponds to the stimulus level that predicts an arbitrarily chosen
proportion of Yes responses. If the proportion is 0.5, for example, then x;;, would be the x for which
(x;0) = 0.5. The bootstrap Cls for xy, can be obtained using the percentile method for x};,, which are
the bootstrap replications of x;, calculated using the bootstrap replications of the parameters.

ML estimates of the parameters are often obtained using non-linear optimisation (Nash, 2014), a
method that might produce unsuitable estimates when the data suffer from lapses as those described
above. Future studies might elucidate the possible problems of non-linear optimisation to fit psy-
chometric functions with lapses and whether Bayesian approaches might be preferred (Kuss et al.,
2005).
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quickpsy and similar tools

quickpsy (Linares and Lopez-Moliner, 2016) is a package to estimate and plot the parameters, the
thresholds, the bootstrap confidence intervals for the parameters and the thresholds, and the associated
psychometric functions for the model in (1). quickpsy also allows the comparison of the parameters
and the thresholds for different groups using the bootstrap. It is build to easily analyse data for
multiple groups, which is common in classification experiments (Gescheider, 1997; Lu and Dosher,
2013): multiple observers, for example, might be tested under different conditions, such as flashes of
different size in the light detection experiments. For that purpose, quickpsy incorporates, for example,
a function to easily create a data frame from multiple files (quickreadfiles) or uses the dimensions of
the groups in the data to produce standard plots for the parameters, the thresholds and the associated
psychometric functions.

As an alternative to quickpsy, classification data can also be analysed in R using the base function
glm for fitting generalized linear models and tools from package psyphy (Knoblauch and Maloney,
2012; Knoblauch, 2014). Fitting psychometric functions could be considered a special case of fitting
generalised linear models (GLM) (Knoblauch and Maloney, 2012; Moscatelli et al., 2012), which is
done in R using glm (Knoblauch and Maloney, 2012). With glm, one can estimate the parameters of the
linear predictor associated with the GLM and use them to estimate the parameters of the model in (1)
(Knoblauch and Maloney, 2012). Also by applying confint to the glm output (Knoblauch and Maloney,
2012), the confidence intervals can be calculated using the profile likelihood method (Venables and
Ripley, 2002). To calculate the parameters and confidence intervals for multiple groups, the user needs
to manually or automatically loop by group. Alternatively, if one is not interested in the individual
values of the parameters for each group, but on fitting a single model to the multiple groups, glm
allows to do that using advanced statistical methods (Knoblauch and Maloney, 2012; Moscatelli et al.,
2012).

To estimate the parameters in (1) using glm is straightforward when o = 0 and A = 0 (to see glmin
action for the HSP dataset, see Knoblauch and Maloney 2012), but becomes more complicated when -y
and A are not 0 or need to be estimated (Knoblauch and Maloney, 2012). To facilitate the application of
glm when A is not zero, psyphy provides specialised link functions. Furthermore, psyphy includes
the psyfun.2asym function, which by iterating glm calls, allows the estimation of 7y and A.

The specific shape of F in (1) is sometimes chosen based on some theory (Green and Swets,
1966; Quick, 1974; Kingdom and Prins, 2009). Other times, especially when one is only interested in
calculating the threshold, it is chosen arbitrarily. In those cases, one might prefer to fit a non-parametric
model to the data, which can be done in R using package modelfree (Zychaluk and Foster, 2009;
Marin-Franch et al., 2012),

In other languages, the current available tools to calculate the parameters in (1) and its confidence
intervals are psignifit (Friind et al., 2011) for Python (free), psycophysica (Watson and Solomon, 1997)
for Mathematica (commercial) and palamedes (Kingdom and Prins, 2009) for MATLAB (commercial).
From them, palamedes can also fit models for multiple groups. Furthermore, palamedes and psignifit
can fit psychometric functions using Bayesian methods, which is something not implemented in
quickpsy.

Examples of usage

Light detection

A classic experiment on light detection (similar to the one first described in the Introduction) was
conducted by Hecht et al. (1942). The data from the experiment is available in MPDIiR, a package that
includes material from the book Modeling Psychophysical Data in R (Knoblauch and Maloney, 2012).

The data is included in the data frame HSP, which has a tidy structure (Wickham, 2014), that is,
each column corresponds to a variable and each row is an observational unit. The variables in HSP
are the intensity level measured in quanta Q (what we named stimulus level x;), the number of times
that each intensity was presented N (what we named 7;) and two variables identifying the groups: the
identifier of the observer Obs and the run for each observer Run. In the original dataset, the number of
Yes responses for each stimulus level k; was not given—the probability p of responding Yes was given
instead. But, calculating the number of Yes responses from p is trivial:

library(MPDiR)

library(dplyr)

library(quickpsy)

HSP <- HSP %>% mutate(k = round(p * N / 100)) # adding a column with the number of Yes

We used the round function because, curiously, there was some error in the original data set (see
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Figure 1: Psychometric functions, parameters and thresholds (including confidence intervals) resulting
from fitting the model in (1) to the HSP data.

Knoblauch and Maloney, 2012).
To fit the model in (1) to the HSP dataset, we call the quickpsy function from package quickpsy

fit <- quickpsy(HSP, Q, k, N, grouping = .(Run, Obs), B = 1000)

where B indicates the number of bootstrap samples (which can be reduced to shorten the computation
time). In this call to quickpsy, many arguments were not explicitly specified but left to the default
values: v and A fixed to 0: guess = 0 and lapses = ©; F set to the cumulative normal distribution:
fun = cum_normal_fun; the probability to calculate the threshold set to 0.5: prob = guess + 0.5 * (1
-guess); the confidence intervals calculated using parametric bootstrap: bootstrap = "parametric”.

quickpsy returns a list with all the information from the fitting. Most elements of the list are
data frames. For example, the parameters & and 8, which for the cumulative normal distribution
correspond, respectively, to the mean and the standard deviation, can be found in the data frame
fit$par (where p1 corresponds to a and p2 corresponds to B). The confidence intervals for the
parameters are located in fit$parci. The thresholds and the confidence intervals for the thresholds
are located in fit$thresholds and fit$thresholdsci.

quickpsy also returns the data frame fit$parcomparisons, which includes for each parameter,
paired comparisons between groups for all possible pairs of groups using the bootstrap (Efron and
Tibshirani, 1994). To compare two given groups, the difference between the bootstrap estimations
of the parameter is calculated for all samples and from the distribution of differences, given the
significance level set by the user (default: .95), the percentile confidence intervals are calculated. It
is considered that the parameter differs between the two groups if the confidence intervals do not
include zero. Paired comparisons for the thresholds performed using the same method are available
in fit$thresholdcomparisons.

To plot the fitted psychometric functions, we call the quickpsy function plotcurves including the
fitted model as an argument

plotcurves(fit)

To plot the parameters and the thresholds, we use functions plotpar(fit) and plotthresholds(fit)
from package quickpsy, respectively.
Hecht et al. (1942), indeed, used log Q, instead of Q as stimulus level. To easily fit and plot the
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Figure 2: Psychometric function for the light detection experiment with lapses allowing A to vary on
the left and with lapses fixing A on the right.

model using the logarithm of the stimulus level, we can call quickpsy with log = TRUE
fit <- quickpsy(HSP, Q, k, N, grouping = .(Run, Obs), B = 1000, log = TRUE)

The plots associated to the fit above (Figure 1), using package gridExtra (Auguie, 2015) for the plot
arrangements, can be obtained as follows

library(gridExtra)
grid.arrange(plotcurves(fit), arrangeGrob(plotpar(fit), plotthresholds(fit), ncol = 2))

HSP is a data frame that contains summarised data: the counts of Yes responses. quickpsy, however,
can fit the data frames containing more raw data in which each row corresponds to the result of one
classification. In that case, the data frame should contain a response column with 1s indicating Yes
responses and @s or -1s indicating No responses and quickpsy should be called with the name of the
response column as the k argument (without the argument n corresponding to the number of trials).

We hope that this example has illustrated that quickpsy requires little coding to perform typical
fits and plots in a classification task with multiple groups.

Criterion-independent light detection

Following the second example in the Introduction, consider some hypothetical data in which an
observer needs to decide on which from two intervals a flash of light was presented.

Q <- c(80, 160, 240, 320, 400) # luminance

n <- 100 # number of classifications per stimulus level

k <- c(59, 56, 69, 84, 96) # number of correct classifications
dat2IFC <- data.frame(Q, k, n)

To fit the model in (1) to this data, we call quickpsy with < set to chance level (guess = 0.5)

fit <- quickpsy(dat2IFC, Q, k, n, guess = .5)

Light detection with lapses

Consider some hypothetical data from a light detection experiment, in which the observer commits a
lapse (third example of the Introduction).

Q <- seq(0, 420, 60)

n <- 20

k <- c(o, o, 4, 18, 20, 20, 19, 20) # lapse in the second to last intensity
datLapse <- data.frame(Q, k, n)

Suppose that we suspect that the observer might have committed lapses. Accordingly, we fit the
model in (1) allowing A to vary (lapses = TRUE).

fit <- quickpsy(datLapse, Q, k, n, lapses = TRUE, prob = .75)
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The fitted psychometric function obtained with plotcurves(fit) is shown in Figure 2 on the left.

Typically, we are interested in the values of «, B or the threshold, which are related to the classi-
fication mechanisms (Wichmann and Hill, 2001a,b), but not in the specific value of A. A is allowed
to vary, however, because fixing it when lapses occur can bias the estimation of &, § or the threshold
(Wichmann and Hill, 2001a,b). To illustrate this, we fit the previous data with A fixed to zero.

fit <- quickpsy(datLapse, Q, k, n, lapses = @, prob = .75)

Figure 2 on the right shows that § and the threshold are biased.

Allowing A to vary, however, not always fixes the fit. Prins (2012) has shown that, indeed, the
simulations used by Wichmann and Hill (2001a,b) to illustrate how using variable A eliminates the
bias do cause a bias in threshold estimation. The following code uses quickpsy to replicate the results
of Prins (2012). Wichmann and Hill created 7 sampling schemes for stimulus presentation that were
created specifying the values of 1, which was a Weibull function with parameters 10 and 3.

parweibull <- c(10, 3)

create_xs <- function(i, f) data.frame(scheme = i, y = f,
X = inv_weibull_fun(f, parweibull))

s <= list()

s[[1]1] <- create_xs(1, c(.3, .4, .48, .52, .6, .7))

s[[2]] <- create_xs(2, c(.1, .3, .4, .6, .7, .9))

s[[3]] <- create_xs(3, c(.3, .44, .7, .8, .9, .98))

s[[4]1] <- create_xs(4, c(.1, .2, .3, .4, .5, .6))

s[[5]] <- create_xs(5, c(.08, .18, .28, .7, .85, .99))

s[[6]] <- create_xs(6, c(.3, .4, .5, .6, .7, .99))

s[[7]1] <- create_xs(7, c(.34, .44, .54, .8, .9, .98))

s <- do.call("rbind", s)

s$scheme <- factor(s$scheme)

Next, Wichmann and Hill simulated binomial responses using the Weibull function with several
possible values for A

create_sim_dat <- function(d) {
psychometric_fun <- create_psy_fun(weibull_fun, .5, d$lambda)
ypred <- psychometric_fun(d$x, parweibull)
k <- rbinom(length(d$x), d$n, ypred)
data.frame(x = d$x, k = k, n =d$n , y = k/d$n)
3
library(dplyr)
simdat <- merge(s, expand.grid(n = 160, sample = 1:100, lambda = seq(@,.05, .01))) %>%
group_by(scheme, n, sample, lambda) %>% do(create_sim_dat(.))

To fit the simulated data, we use quickpsy bounding the possible values of A to [0, 0.6] as Wichmann
and Hill did

fit_lapses <- quickpsy(simdat, x, k, n, within = .(scheme, lambda, sample),
fun = weibull_fun, bootstrap = "none”, guess =.5, lapses = TRUE,
parini = list(c(1, 30), c(1, 10), c(@, .06)))

Then, we average the threshold estimation across simulations

thre_lapses <- fit_lapses$thresholds %>% group_by(scheme, lambda) %>%
summarise (threshold = mean(thre))

and plot them including the non-biased threshold for comparison

real_threshold <- inv_weibull_fun((.75 - .5) / (1 - .5 - @), parweibull)

library(ggplot2)

ggplot(thre_lapses) + geom_point(aes(x = lambda, y = threshold, color = scheme)) +
geom_hline(yintercept = real_threshold, 1ty = 2)

Figure 3 shows, consistent with Prins (2012), that the thresholds are biased for all of the sampling
schemes and that the bias increases with the A used to simulate the data.

Appearance-based procedures

In the previous sections, we exemplified the use of quickpsy for performance-based procedures
(light detection), but fitting psychometric functions is also common for appearance-based procedures
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Figure 3: Threshold estimation for several sampling schemes simulating data using different values
for A. The horizontal dotted line shows the values of the unbiased threshold.

(Kingdom and Prins, 2009). For example, psychometric functions are often fitted to data measuring
visual illusions such as the flash-lag (e.g., Lopez-Moliner and Linares, 2006). In those cases, y and
A are usually fixed to 0 and the probability summarising the behaviour of the classifier to 0.5. The
stimulus level that predicts 0.5 proportion of Yes responses is called the point of subjective equality
(PSE).

Implementation details

Non-standard evaluation and grouping

quickpsy, the main function of quickpsy, is a non-standard evaluation NSE function and, as such, the
names of the arguments and not only their values can be accessed (Wickham, 2014). NSE functions,
which are common in R, are useful for example to label the axes of a plot using the name of the
arguments (Wickham, 2014). As calling NSE functions from other functions is difficult (Wickham,
2014), quickpsy also incorporates quickspsy_ which is the standard evaluation SE version of quickpsy.
To call SE functions, some of the arguments need to be quoted. The following code exemplifies the use
of quickspsy_ to fit the HSP dataset from the first example of usage

fit <- quickpsy_(HSP, "Q", "k", "N", grouping = c("Run”, "Obs"))

The NSE high-level plotting functions of quickpsy plotcurves, plotpar and plotthresholds also
have associated SE versions: plotcurves_, plotpar_ and plotthresholds_.

One of the main features of quickpsy is the possibility of fitting multiple groups. To handle the
data analysis and plotting for multiple groups, quickpsy relies on dplyr (Wickham and Francois,
2015) and ggplot2 (Wickham, 2009) respectively. In particular, quickpsy makes extensive use of the
function do from dplyr, which splits input data frames by group, applies a function to each group
and returns an output data frame. quickpsy, for example, calls the functions curves and thresholds,
which basically contain a do function that, in turn, calls one_curve and one_threshold, which are the
functions that calculate the psychometric curve and the threshold for a group of data (this method of
function X calling function one_X, which performs the computations for a group of data, is used for
some other functions called from quickpsy).

Closures

Closures or function factories are functions written by functions (Wickham, 2014). When estimating
the maximum likelihood parameters for the model in (1), two procedures can be executed naturally
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using closures. One is the creation of ¢ from F (and the parameters 7y and A), which is implemented in
the create_psy_fun closure. The other is the creation of the negative log likelihood function from ¢
(and the data), which is implemented in the create_nll closure.

Round-off errors in the log likelihood

Consider that we want to manually fit a cumulative normal psychometric function to the following
data

x <- c(-0.056, 0.137, ©.331, 0.525, 0.719, 0.912, 1.100)
k <- c(o, 5, 11, 12, 12, 12, 12)
h<- c(12, 12, 12, 12, 12, 12, 12)

by direct minimisation of the negative log likelihood. In quickpsy we build the negative log likelihood
using a function similar to

nll <- function(p) {

phi <- pnorm(x, p[1], p[2])

-sum(k * log(phi) + (n - k) * log(1 - phi))
}

and use optim to find the parameters that minimise it
optim(c(@.5, 0.1), nll)

optim requires initial values for the parameters that we arbitrarily chose as ¢(0.5,0.1). But suppose
that we choose another set of initial parameters

optim(c(@.1, 0.1), nll)
This time optim returns an error:

Error in optim(c(@.1, 0.1), nll) :
function cannot be evaluated at initial parameters

The problem is that for the 1.100 stimulus level, pnorm(1.100,0.1,0.1) is rounded to 1 and therefore
the term log(1 - phi) in the negative log likelihood is -Inf.

To avoid this problem, the coding of the negative log likelihood in quickpsy incorporates the
following lines

phi[phi < .Machine$double.eps] <- .Machine$double.eps
phi[phi > (1 - .Machine$double.eps)] <- 1 - .Machine$double.eps

That is, values that are smaller than the machine accuracy (.Machine$double.eps) are replaced by
.Machine$double.eps and values that are larger than 1 - .Machine$double.eps are replaced by 1 -
.Machine$double.eps. We can verify that quickpsy does not produce errors when using the problematic
initial values with the following code

dat <- data.frame(x, k, n)
fit <- quickpsy(dat, x, k, n, parini = c(0.1, 0.1))

quickpsy allows to use the cumulative normal function, but also the cumulative logistic, cumulative
Weibull or any other cumulative distribution function defined by the user for modeling the probability
of responding Yes. The function n1l evaluating the log likelihood was thus defined in quickpsy similar
to the way above in order to encompass all these variants. Note, however, that if the aim was to fit only
a cumulative normal function, the negative log likelihood function could be defined in the following
way in R to cover a larger range of possible values of p without problems by directly evaluating the
cumulative distribution function on the log scale

nll <- function(p) {
logPhi <- pnorm(x, p[1], p[2], log.p = TRUE)
logimPhi <- pnorm(x, p[11, p[2], lower.tail = FALSE, log.p = TRUE)
-sum(k * logPhi + (n - k) * loglimPhi)

}

Optimisation and initial parameters

By default, quickpsy searches the minimum of the negative log likelihood using optim, which requires
initial values for the parameters. To free the user from the necessity of providing initial parameters,
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quickpsy uses as initial values the parameters obtained by linear modelling of the probit-transformed
data (McKee et al., 1985; Gescheider, 1997). Linear modelling probit-transformed data is a poor
technique to estimate the parameters of the psychometric function (McKee et al., 1985), but our tests
suggest that they are good enough to be used as initial parameters.

The user can overwrite the initial parameters calculated using probit-transformed data by provid-
ing a vector of initial parameters to the argument parini of quickpsy. A list of vectors can also be fed
when the user wants to set up some bounds for the parameters (see the last example of usage).
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FWDselect: An R Package for Variable
Selection in Regression Models

by Marta Sestelo, Nora M. Villanueva, Luis Meira-Machado and Javier Roca-Pardifias

Abstract In multiple regression models, when there are a large number (p) of explanatory variables
which may or may not be relevant for predicting the response, it is useful to be able to reduce the model.
To this end, it is necessary to determine the best subset of g (§ < p) predictors which will establish
the model with the best prediction capacity. FWDselect package introduces a new forward stepwise-
based selection procedure to select the best model in different regression frameworks (parametric
or nonparametric). The developed methodology, which can be equally applied to linear models,
generalized linear models or generalized additive models, aims to introduce solutions to the following
two topics: i) selection of the best combination of g variables by using a step-by-step method; and,
perhaps, most importantly, ii) search for the number of covariates to be included in the model based
on bootstrap resampling techniques. The software is illustrated using real and simulated data.

Introduction

In a multivariate regression framework, the target response Y can depend on a set of p initial covariates
X1,Xa,...,Xp but in practical situations we often would like to determine which covariates are
“relevant” to describe this response.

The question of how to choose a subset of predictors of size g (§ < p) has not totally been
satisfactorily solved yet. This problem is particularly important for large p and/or when there are
redundant predictors. As a general rule, an increase in the number of variables to be included in
a model provides an “apparently” better fit of the observed data; however, these estimates are not
always satisfying for different reasons. On the one hand, the inclusion of such irrelevant variables
would increase the variance of the estimates, resulting in a partial loss of the predictive capability of
the model. On the other hand, the inclusion of too many variables may lead to unnecessary complexity
in the resulting model, conducing to a difficult interpretation.

Model selection (and variable selection in regression, in particular) is a trade-off between bias and
variance. Inference based on models with few variables can be biased, however, models that take into
account too many variables may result in a lack of precision or false effects. These considerations call
for a balance between under- and over-fitted models, the so-called model-selection problem (Forster,
2000).

To solve this problem, several strategies have been proposed. One common option is to use
iterative procedures, such as the leaps and bounds algorithm (Furnival and Wilson, 1974) through
which the best subset selection is obtained. This is a full information criteria-based approach, which
compares all possible models and ranks them (Calcagno and de Mazancourt, 2010). Nevertheless, the
problem of selecting the best model from among all possible combinations of p predictors is not trivial.
In the presence of a large number of variables this selection procedure may require an excessively high
computational cost and thus, in some cases, the problem becomes intractable. In order to relax this
exhaustive search, heuristic iterative procedures such as forward- and backward-stepwise (IHocking,
1976) have been developed. This greedy algorithm produces a nested sequence of models based
on the use of some information criteria which compares the models obtained in the course of the
simplification or complexification scheme. Several criteria have been used for this purpose (Venables
and Ripley, 1997; Miller, 2002), including Mallow’s Cp (Mallows, 1973) or the Akaike Information
Criteria or AIC (Akaike, 1973). Apart from the iterative procedures, other strategies applied in the
variable selection problem are, e.g. shrinkage regression methods —such as ridge regression or the
Lasso (least absolute shrinkage and selection operator) (Tibshirani, 1996; Hastie et al., 2003)— or the
Bayesian approach (Green, 1995; Kuo and Mallick, 1998; Park and Casella, 2008; Hans, 2009).

Several R packages have been developed to carry out automatic variable selection or model
selection. For instance, the meifly package (Wickham, 2014) can be used to search through all the
different models. This type of exhaustive search can be also addressed using some other algorithm,
such as the branch-and-bound algorithm in the leaps package (Lumley and Miller, 2009) or the
leaps-and-bounds algorithm in the subselect package (Orestes Cerdeira et al., 2015). Both packages
also implement other selection methods (heuristics). The leaps package includes the forward or
backward stepwise, or sequential replacement while the subselect package provides a simulated
annealing-type search algorithm, a genetic algorithm, and a restricted local improvement algorithm.
To use the Lasso method, the user can apply, for example, the lars function implemented in the
lars package (Hastie and Efron, 2013) or the glmnet function, which fits a generalized linear model
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via penalized maximum likelihood, implemented in the glmnet package (Friedman et al., 2015).
Additionally, another procedure used by the R community seems to be the model-selection-oriented
step function (Hastie and Pregibon, 1992) built into the stats package. When it comes to model
selection with generalized linear models, one option could be to use the glmulti package (Calcagno,
2013) or bestglm package (Mcleod and Xu, 2014). Finally, within the class of generalized additive
models, other algorithms have also been introduced to achieve component selection, see Lin and Zhang
(2006) and references therein, the boosting technique of Tutz and Binder (2006) or the generalization of
the approach of Belitz and Lang (2008). More recently, and widely applied by R users, the gam function
of the mgcv package (Wood, 2006, 2011) includes an argument (select = TRUE) for model selection
and fitting in a single step by adding a second penalty term in the estimation scheme of continuous
covariates (Marra and Wood, 2011).

The FWDselect package introduces an alternative to existing approaches in the form of a method-
ology whereby R users can select the best variables in different regression contexts, both parametric
and nonparametric. Unlike other existing packages, the procedure implemented in it can be equally
applied to linear models, generalized linear models or/and generalized additive models, with Gaus-
sian, binary or Poisson response. The forward selection algorithm proposed is based on a greedy
procedure which changes one variable at the time in the model — keeping the others fixed — and
does this repeatedly until none of the selected variables can be exchanged to improve model fit. This is
a greedy algorithm, which may not find the actual best solution, but is less greedy than other methods
such as step. In addition, in contrast with other packages in which the users must decide — either
previous or post selection — the number of variables that have to be included, the bootstrap test
introduced in our procedure allows them to determine the number with a significance level.

The remainder of this paper is organised as follows. First we describe the algorithm used to select
the best subset of size g, along with the bootstrap techniques that are used to determine the number of
variables to be included in the model. Then a detailed description of the package is presented, and its
usage is illustrated through the analysis of three data sets. Finally, the last section contains the main
conclusions of this work.

Methodology background

This section introduces the developed methodology and gives a description of the variable selection
algorithm. The implemented package can be used with Gaussian, binary or Poisson response, however
and based on the application data, we will explain the procedure with a nonparametric regression
model with Gaussian response.

Let X = (Xy,X,...,Xp) be a vector of p initial variables and Y the response. An additive
regression model can be expressed as

Y =m(X)+e, 1)

where

m (X) = a+my (X1) +mp (Xp) + -+ +mp (Xp),
where m;(j = 1,...,p) are smooth and unknown functions and e is the zero-mean error. Additionally,

to guarantee the identification of the above model, a constant « is introduced in the model and it is
required that the partial functions satisfy

This implies that E [Y] = «.

To date, several approaches to estimating the model in (1) have been suggested in the statistical
literature, e.g., Buja et al. (1989), Hérdle and Hall (1993), Mammen et al. (1999). In this package
penalized regression splines, as implemented in the mgcv package, are used.

It is important to highlight that, in situations involving a large number of variables, correct
estimation of the response will be obtained on the basis of selecting the appropriate predictors. In the
case that we have information a priori about which of the initial set of variables are relevant, it would
be possible to apply a likelihood ratio test (Neyman and Pearson, 1928) or a F-test type (Seber and
Wild, 1989; Seber, 1997) in a parametric framework, or a generalized likelihood ratio test (Fan et al.,
2001; Fan and Jiang, 2005, 2007) in a nonparametric one. However, in situations where we do not have
information in advance, it will be necessary to select the model according to a selection algorithm.
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According to this, we propose a procedure that includes two topics: i) selecting the best combina-
tion of g variables by using a new forward stepwise-based selection procedure; and ii) determining
the minimum number of covariates to be included in the model. Both topics are explained as below.

Selecting the best variables

The first topic of our procedure is, given a number q (7 < p), to select the best combination of g
variables. For this purpose, one option is to use a complete subset selection method as Roca-Pardinas
et al. (2009), which requires all possible models to be considered. When confronted with a large number
of variables, however, the computational cost of the procedure can be very high or even prohibitive. In
view of this, we provide a new method that speeds up the process based on a heuristic search which
aims to approximate the optimal solution. There is no guarantee however that the procedure finds the
best subset of covariates — this could only be achieved based on searching through all the possible
subsets — but it has the advantage of requiring a smaller number of computations to reach the optimal
solution or, at least, close to the optimal one.

Let Xj, ..., Xj, be a subset of variables of size k (k < q). We define IC;,_; as one possible

information criterion (such as AIC, deviance, residual variance, etc.) of the nonparametric model

Y =a+m (Xj1)+m]-2 (X]-)+...+mjk (Xjk>—|—s’, ()

where ¢ is the zero-mean error. Based on this information criterion, IC, the proposed automatic
forward stepwise selection method is given in Algorithm 1. Note that any criterion can be used
without correcting it to take account of the number of variables. This is possible because the models
which are compared have always the same number of variables.

Testing the number of significant variables

Previously, the best subset of g variables is selected according to an information criterion. However,
the question that arises in this procedure is to know the optimal number 4. Thus, the second topic
in our methodology is to decide the number of covariates that should be included in the model, i.e,
determining the number of significant variables.

Accordingly, we propose a procedure to test the null hypothesis of g significant variables in the
model versus the alternative in which the model contains more than g variables. Based on the additive
model

Y =m(X)+e where m(X)=a+m(Xy)+my(Xp)+ - +mp(Xp),

the following strategy is considered: for a subset of size g, considerations will be given to test the null
hypothesis

p
Ho (q) 2 ) Ir 20y <4
j=1
versus the general hypothesis
p
Hy(q) 2 ) Iy 20y > 0
j=1

where [ is the indicator function and considering that the m;’s are not equal to zero on a set of positive
probability.

Given a ii.d. sample {(X;, Y;)}i_, with X = (Xj,...,X}), to test the above null hypothesis we
propose the following strategy:

(i) Obtain the best subset of g predictor variables. To this end we use the selection algorithm
described in Algorithm 1. Without loss of generality, we assume that the g variables selected are
in the first g positions of the X vector.

(ii) Obtain the nonparametric estimates of the null model as

Wlo (Xz) :Dé-i-ﬁ”ll (Xil) —&-...—Hﬁ,, <Xiq> .

(iii) Compute the residuals as r; = Y; — 171 (X;) and obtain the nonparametric estimates of g (X;)
according to the model

ri=g(Xi)+e (4)
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Algorithm 1: Modified forward stepwise selection method

1. Given a number g, selects the g variables X, ..., X,q which minimises the following
expression
(..., 1ly) = argmin IC; 3)

gm furedy®
(1seemrfq
1<) < <jy<p

2. The elements of the vector of indices (I1,1, ..., lq) are selected consecutively in the following
manner:

(a) Firstly, determine the variable of the first position X;, where

Iy = argmin ICj,.

J1
1<p<p

Note that all possible models of one variable must be estimated.

(b) Fix the first variable obtained previously, X;, , and obtain the second one, X;,, with

b= argmin IC ;.
j2
1<p<p, p#h
¢) Fix X;, and X, , and obtain the third one, X;,, where
l] 12 l3
I3 = arg min ICy 1 s

J3
1<j3<p, ja¢{li.}

(d) Fix Xj,, Xp,, ..., X,_,, and repeat the procedure analogously until the g-th variable, X; , with

q-17

Iy = arg min Gy, j,

Ja
1<j<p, js& {11,..‘,14,1}

3. Once variables Xj,, Xp,, ..., qu have been selected, run through positions j = 1,...,4 and
replace each [ i element as follows, only if the obtained IC is less than the minimum criterion
obtained with the previous [ i

lj = argmin  IC;_1 i,
ji

Ji#{ bl }

4. Step 3 is repeated until there is no change in the selected covariates, i.e., the algorithm stops
when it has gone through a complete cycle without changing any of the g positions.
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where g is an unknown and smooth function which is applied to a unique covariate. This covari-
ate will be chosen from X, 1, ..., Xp applying the selection algorithm exposed in Algorithm 1.
Without loss of generality, we assume that ¢ (X) = & + ;41 (Xj41)-

The purpose of this step is to assess whether there is enough structure left in the residuals that
could be modeled by the predictors not included in the null model. Note that, within these
possible predictors, we only select one of them in order to reduce the computational cost of the
algorithm. However, the ideal solution would be to estimate the model in (4) determining the
best subset of predictors within the remainder variables, instead of selecting only one of them.

Both options are implemented in the package by means of the speedup argument of the test
function. If speedup = TRUE is specified a unique predictor for the residuals is used. If speedup
= FALSE is specified the user can choose more than one predictor. With this latter option, when
the number of variables is large, the selection of the best subset of predictors for the residuals
requires a high computational burden'. Therefore, in practice, we propose a solution by using
the gmin argument which must be filled by the user. This argument corresponds to the size of
the best subset of predictors. In order to help the user select it, it is recommended to visualize
the graphical output of the plot function and to choose the number g which minimizes the curve.

(iv) Finally, we propose the following test statistic, based on the estimations of g

T=Y 1806,

i=1

It is important to stress that, if the null hypothesis holds, T should be close to zero. Thus, the test
rule for checking Hy(g) with a significance level of  is that the null hypothesis is rejected if T is larger
than its (1 — «)-percentile. To approximate the distributions of the test statistic resampling methods
such as the bootstrap introduced by Efron (1979) (see also Efron and Tibshirani, 1993; Hardle and
Mammen, 1993; Kauermann and Opsomer, 2003) can be applied. Here we use the wild bootstrap (Wu,
1986; Liu, 1988; Mammen, 1993) because this method is valid both for homocedastic and heteroscedastic
models where the variance of the error is a function of the covariate. The testing procedure consists of
the following steps:

Step 1: Obtain T from the sample data, as explained above.
Step 2: Fori =1,...,n, obtain 11 (X;) and the bootstrap residuals as

o _ »
g =&V,

where &; = Y; — 1 (X;) are the residuals of the null model and V4, ..., V, is an ii.d. random
variable with mass (5+v5)/10 and (5-v/5)/10 at the points (1-Vv5)/2 and (1+v5)/2. Note that this
distribution satisfies E (V;) = 0,E (V?) = E (V?) = 1.

Step 3: For b = 1,. .., B, simulate the bootstrap sample {Xi, Yi’b}jzl with Yi‘b = 1y (X;) + s;b,

and compute the bootstrap estimates of T*7.

The test rule based on T is given by rejecting the null hypothesis if T > T'~*, where T1 7% is the
empirical (1 — a)-percentile of values T*b b=1,...,B).

Applying this testtog = 1,..., p — 1 could be an important issue in a covariate selection procedure.
If Hy (q) is not rejected, only the subset of the covariates X e X o will be retained, and the remaining
variables will be eliminated from the model. In all other cases, the test is repeated with g 4 1 variables
until the null hypothesis is not rejected. For example, if Hy (1) is not rejected just one variable should
be included into the model. If this hypothesis is rejected it will be required to test Hy (2). If this new
hypothesis is again rejected, Hy (3) should be tested and so on until a certain Hy (g) is accepted.

The validation of the approach relying on the bootstrap-based test can be consulted in Sestelo (2013)
where type I error and power have been calculated for different test statistics. Also, the performance
of the test for different levels of correlation between covariates have been analyzed. All the test
statistics perform reasonably well, with the level coming relatively close to the nominal size and the
probability of rejection rising as we separate from the null hypothesis, specially with large sample sizes.
Furthermore, several simulation studies have been considered in order to compare the methodology
proposed in this paper with other procedures reported in the literature that carry out automatic
variable selection.

I The procedure for selecting the best subset of predictors for the residuals would be as follows: for each possible
vvalue (v = 1,...,p — q), it should be used the Algorithm 1 to identify the best v variables and to obtain the
ICy from the fitted model with them. Then, it should be looked at all of the resulting models, with the goal of
identifying the one that is best, i.e., the model with the minimum IC,.
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FWDselect in practice

This section introduces an overview of how the package is structured. FWDselect is a shortcut for
“Forward selection” and this is its major functionality: to provide a forward stepwise-based selection
procedure. This software helps the user select relevant variables and evaluate how many of these need
to be included in a regression model. In addition, it enables both numerical and graphical outputs to
be displayed.

Our package includes several functions that enable users to select the variables to be included
in linear models, generalized linear models or generalized additive models. The functions within
FWDselect are briefly described in Table 1.

Users can obtain the best combinations of g variables by means of the main function which is
selection. Additionally, if one wants to obtain the results for more than one subset size, it is possible
to apply the gselection function, which returns a summary table showing the different subsets,
selected variables and information criterion values. These values are obtained by cross-validation
with the purpose of comparing correctly the resulting models which include a different number of
variables. The object obtained with this last function is the argument required for plot, which provides
a graphical output. Finally, to determine the number of variables that should be introduced in the
model, only the test function needs to be applied. Table 2 provides a summary of the arguments of the
selection, gselection and test functions. The most computationally demanding parts of the code,
namely those that involve the estimation of the models, the cross-validation and the bootstrap, have
been parallelized by means of the parallel package via forking on Unix-alike platforms or creating a
PSOCK cluster on Windows systems.

Function Description

selection Main function for selecting a subset of g variables. Note that the
selection procedure can be used with 1m, glm or gam functions.

print.selection Method of the generic print function for "selection” objects, which
returns a short summary.

gselection Function that enables users to obtain the selected variables for more
than one size of subset.

print.gselection Method of the generic print function for "gselection” objects. Re-

turns a table showing the chosen covariates to be introduced into the
models and their information criteria obtained by cross-validation.

plot.gselection Visualisation of "gselection” objects. Plots the cross-validation infor-
mation criterion for several subsets with size q chosen by users.

test Function that applies a bootstrap-based test for covariate selection.
Helps determine the precise number of variables to be included in the
model.

Table 1: Summary of functions in the FWDselect package.

Example of application

In this section we illustrate the use of FWDselect package using a real data set, the pollution data
(included in the package). The software is applied to the prediction of atmospheric SO, pollution
incidents by means of additive models. Combustion of fuel oil or coal releases sulphur dioxide into the
atmosphere in different quantities. Current Spanish legislation governing environmetrical pollution
controls the vicinity of potential point sources of pollution, such as coal-fired power stations. It places a
limit on the mean of 24 successive determinations of SO, concentration taken at 5-minute intervals. An
emission episode is said to occur when the series of bi-hourly means of SO; is greater than a specific
level, r. In this framework, it is of interest for a plant, both economically and environmentally, to be
able to predict, when the legal limit will be exceeded with sufficient time for effective countermeasures
to be taken.

In previous studies (Garcia-Jurado et al.; Prada-Sanchez et al., 2000; Prada-Sanchez and Febrero-
Bande, 1997; Roca-Pardinas et al., 2004), semiparametric, partially linear models and generalized
additive models with unknown link functions were applied to the prediction of atmospheric SO,
pollution incidents in the vicinity of a coal/oil-fired power station. Here, we present a new approach
to this problem, whereby we try to predict a new emission episode, focusing our attention on the
importance of ascertaining the best combinations of time instants for the purpose of obtaining the
best prediction. Bearing this in mind, the selection of the optimal subset of variables could be a good
approach to this issue.
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selection() arguments

X

y

q
prevar

criterion

method
family
seconds

nmodels

nfolds
cluster

ncores

A data frame containing all the covariates.

A vector with the response values.

An integer specifying the size of the subset of variables to be selected.

A vector containing the number of the g — 1 selected variables in the previous step. By
default it is NULL.

The information criterion to be used. Default is the "deviance"”. Other functions provided
are the coefficient of determination ("R2"), the residual variance ("variance”), the Akaike
information criterion ("aic"), AIC with a correction for finite sample sizes ("aicc") and
the Bayesian information criterion ("bic"). The deviance, coefficient of determination and
variance are calculated by cross-validation.

A character string specifying which regression method is used, "1m", "glm” or "gam”.

This is a family object specifying the distribution and link to use in fitting.

A logical value. If TRUE then, rather than returning the single best model only, the function
returns a few of the best models.

Number of secondary models to be returned.

Number of folds for the cross-validation procedure, for deviance, R2 or variance criterion.
A logical value. If TRUE (default) the code is parallelized. Note that there are cases without
enough repetitions (e.g., a low number of initial variables) that R will gain in performance
through serial computation. R takes time to distribute tasks across the processors also it
will need time for binding them all together later on. Therefore, if the time for distributing
and gathering pieces together is greater than the time needed for single-thread computing,
it could be better not to parallelize.

An integer value specifying the number of cores to be used in the parallelized procedure. If
NULL, the number of cores to be used is equal to the number of cores of the machine —1.

gselection() arguments

X
y

qvector
criterion

method
family
nfolds
cluster
ncores

A data frame containing all the covariates.

A vector with the response values.

A vector with more than one variable-subset size to be selected.

The information criterion to be used. Default is the "deviance"”. Other functions provided
are the coefficient of determination ("R2"), the residual variance ("variance”), the Akaike
information criterion ("aic"), AIC with a correction for finite sample sizes ("aicc") and
the Bayesian information criterion ("bic"). The deviance, coefficient of determination and
variance are calculated by cross-validation.

A character string specifying which regression method is used, "1m", "glm” or "gam".

This is a family object specifying the distribution and link to use in fitting.

Number of folds for the cross-validation procedure, for deviance, R2 or variance criterion.
A logical value. If TRUE (default) the code is parallelized.

An integer value specifying the number of cores to be used in the parallelized procedure. If
NULL, the number of cores to be used is equal to the number of cores of the machine —1.

test() arguments

X
y
method
family
nboot
speedup

gmin

unique

q
bootseed

cluster
ncores

A data frame containing all the covariates.

A vector with the response values.

A character string specifying which regression method is used, "1m"”, "glm” or "gam".

This is a family object specifying the distribution and link to use in fitting.

Number of bootstrap repeats.

A logical value. If TRUE (default), the testing procedure is computationally efficient since
it considers one more variable to fit the alternative model than the number of variables
used to fit the null. If FALSE, the fit of the alternative model is based on considering the best
subset of variables of size greater than g, the one that minimizes an information criterion.
The size of this subset must be given by the user filling the argument gmin.

By default NULL. If speedup is FALSE, qmin is an integer number selected by the user. To help
the selection of this argument, it is recommended to visualize the graphical output of the
plot function and choose the number g which minimizes the curve.

A logical value. By default FALSE. If TRUE, the test is performed only for one null hypothesis,
given by the argument q.

By default NULL. If unique is TRUE, q is the integer number g of Hy(q) to be tested.

Seed to be used in the bootstrap procedure.

A logical value. If TRUE (default), the testing procedure is parallelized.

An integer value specifying the number of cores to be used in the parallelized procedure. If
NULL, the number of cores to be used is equal to the number of cores of the machine — 1.

Table 2: Arguments of selection, gselection and test functions.
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Let t be the present time, and X; the value obtained by the series of bi-hourly means for SO, at
instant  (5-minute temporal instants). Setting r = 150 ug/m>N as the maximum value permitted
for the SO, concentration, and half-an-hour (6 instants) as the prediction horizon, it is of interest
to predict Y = X; ¢, with the best vector of X; = (X¢, X1, X¢—2, ..., X;—17). Note that one of the
problems that arises is to decide which temporal instants (X¢, X;_1, X¢—2, ..., X;_17) are relevant for
prediction purposes, since inclusion of all the times X; may well degrade the overall performance of
the prediction model. Based on this, we demonstrate the package capabilities using these data. An
excerpt of the data frame included in the package is shown below:

A\

library(FWDselect)
data(pollution)
head(pollution)[1:2, ]

In17 In16 In15 1In14 1In13 1In12 In11 In1@ In9 1In8
1 3.02 3.01 3.01 3.01 3.01 3.03 3.03 3.03 3.03 3.03
2 16.49 16.55 16.42 16.35 16.56 16.75 16.74 16.72 16.63 16.53

In7 In6 In5 In4 In3 In2 Inl Ino InYy
1 3.03 3.03 3.03 3.03 3.03 3.03 3.03 3.03 10.78
2 16.32 16.08 15.77 15.47 14.81 14.30 13.70 13.35 10.65

vV Vv

The variables from In17 to In@ correspond to the registered values of SO, at a specific temporal
instant. In@ denotes the zero instant (X;), In1 corresponds to the 5-min temporal instant before (X;_1),
In2 is the 10-min temporal instant before (X;_»), and so on until the last variable. The last column of
the data frame (InY) refers to the response variable, Y = X, 4, the temporal instant that we wish to
predict. For this purpose, we propose the underlying generalised additive model

Y =my (Xt) + mq (thl) + ...+ mqy (Xt,17) +eé (5)

where mj, with j =0,...,17, are smooth and unknown functions and ¢ is the error which is assumed
to have mean zero. To estimate the model in (5), FWDselect allows penalised regression splines,
implemented in the mgev package (Wood, 2003, 2004, 2011).

It may often be of interest to determine the best subset of variables of size g needed to predict the
response. The question that naturally arises in this application is, what is the best temporal instant
for predicting an emission episode. This is easy to ascertain with the function selection and the
argument q = 1. Also, based on the model that we want to estimate here (additive model), we have to
use “gam” on the method argument.

> x <- pollution[, -19]
>y <- pollution[, 19]

> objl <- selection(x, y, q = 1, method = "gam”, criterion = "deviance")
> objl

Best subset of size g =1 : Ino

Information Criterion Value - deviance : 278663
KA KA KA KR AKR AR AR AR R AR AR AR AR AR AKX AKX AR R A KRR KA KA KA R AR AXAX)k%,%

For more than one subset size, the gselection function returns a table for the different subset
sizes, with the selected variables and the information criterion value.

> obj2 <- gselection(x, y, qvector = c(1:6), method = "gam”, criterion = "deviance")
[1] "Selecting subset of size 1

[1] "Selecting subset of size 2 ..."
[1] "Selecting subset of size 3 ..."
[1] "Selecting subset of size 4 ..."
[1] "Selecting subset of size 5 ..."
[1] "Selecting subset of size 6 ..."
> obj2

g deviance selection
1 1 278662.959 Ino
2 2 201474.673 In@, In2
3 3 232164.509 In@, In2, Inl
4 4 219941.426 In@, In3, In1, In5
5 5 184293.934 In@, In3, Inl, In7, In6
6 6 200877.902 In@d, In3, Inl, In7, In6, Inb5
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The above function output is a useful display that greatly helps determine the most relevant
variables. A plot of this object can easily be obtained by using the following input command:

> plot(obj2)

Figure 1 shows the deviance values (obtained by cross-validation) corresponding to the different
subsets. In each subset, q represents the number of temporal instants included in the model. Note,
however, that only the results until subset of size ¢ = 6 are shown because, from this size onwards, the
rest of the obtained models have similar deviances.
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Figure 1: For each subset of size g, cross-validation deviance obtained by the best model for the
pollution data.

The performance of the proposed predictors was then evaluated in a new real pollution episode.
We estimate firstly each of the proposed models using the gam function of the mgcv package with the
training data set (pollution data). Then, we apply the predict.gam function to each model using, in
this case, the test data set. These data are found in the episode data, also included in this package.
The corresponding data frame is illustrated as follows:

Vv

data(episode)

head(episode)[1:2, 1]

In17 In16 In15 In14 In13 In12 In11 In1@ In9 In8 In7 In6 In5

1 3.02 3.02 3.03 3.10 3.10 3.10 3.10 3.22 3.27 3.33 3.36 3.38 3.47

2 3.02 3.03 3.10 3.10 3.10 3.10 3.22 3.27 3.33 3.36 3.38 3.47 3.50
In4 In3 In2 Inl In@ InY time

1 3.50 3.56 3.61 4.28 4.60 5.45 00:00

2 3.56 3.61 4.28 4.60 4.68 6.20 00:05

A\

The course of the incident is depicted in Figure 2. Temporal instants are plotted on the horizontal
axis and the real 2-hour mean SO, concentration that we seek to predict (Y = X;¢) is represented by
a grey line. The predictions obtained by applying the different models are shown in the same figure.
The code, both for the predictions as for the plot, is shown in the Appendix.

The prediction obtained with the inclusion of just one variable in the model, X;, is far from the
optimum. However, the addition of one more variable, X;_», resulted in a remarkable increase in the
model predictive capability. It makes possible for predictions close to real values to be obtained. Lastly,
it can be seen that the incorporation of one more variable or temporal instant (X;_1) in the model
does not produce any improvement in pollution-incident prediction. Numerically speaking, the same
results can be observed by taking into account the Mean Square Error for each model (Table 3).
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Figure 2: Example of an SO, pollution incident that occurred on 4 July 2003. Temporal instants are
shown on the horizontal axis. The grey line represents the known response of SO, levels in yg/m>N.
Estimation of SO, levels with one, two and three covariates are represented by circles, squares and
diamonds respectively.

Table 3: Mean Square Error of the selected models.

Model MSE
Y =X; 1682.14
Y=X+X;» 366.44

Y=Xi+Xi 2+ Xi 1 556.49

The question that now arises is what is the minimum number of variables that must be used
in order to obtain the best prediction. It is possible to deduce that there is an optimal intermediate
point between the number of variables that enters the model (preferably low) and the deviance
value (preferably also low). To find this point, the test described in the previous section for the null
hypothesis Hy(q) is applied for each size, q (through the input command shown below). The procedure
stops when a certain null hypothesis is accepted. The most computationally demanding parts are
those that involve the bootstrap and the cross-validation techniques. This can be parallelized using the
argument cluster = TRUE (default). This should considerably increase the performance on multi—core
/ multi-threading machines.

> test(x, y, nboot = 100, method "gam", bootseed = 0413)

[1]1 "Processing IC bootstrap for H_@ ( 1 )..."

[1] "Processing IC bootstrap for H_O0 ( 2 )..."
Hypothesis Statistic pvalue Decision

1 H_o (1) 5779.03 ) Rejected

2 H.0 (2) 959.21 0.78 Not Rejected

The deduction to be drawn is that, for a 5% significance level, the null hypothesis is rejected with
g = 1 and accepted thereafter. From these results, it can be concluded that the best temporal instants
for prediction of an emission episode would be X; and X;_».
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Figure 3: Example of an SO, pollution incident that occurred on 4 July 2003. Temporal instants are
shown on the horizontal axis. The grey line represents the known response of SO, levels in yg/m3N.
Estimation of SO; levels obtained by means of the double penalty GAM is represented by circles.

Lastly, as we mention before, there are other alternatives for variable selection in additive models.
One of the best-known and used procedures is the argument select of the gam function from the
mgcv package (Marra and Wood, 2011). To illustrate and compare its usage with our procedure, we
have estimated the model in (5) by means of the cited function using the pollution data. Then, its
performance was evaluated using again the episode data. The prediction obtained using this double
penalty GAM is far from what it should be (see Figure 3), actually, the mean square error obtained (5
024.29) is the worst of all so far (see the code in Appendix). It seems that, in situations with a large
number of variables, the selection of the best subset could be a better approach.

Conclusions

This paper discusses implementation in R of a new algorithm for the problem of variable selection in a
regression framework. The FWDselect package provides R users a simple method for ascertaining the
relevant variables for prediction purposes and how many of these should be included in the model.
The proposed method is a new forward stepwise-based selection procedure that selects a model
containing a subset of variables according to an information criterion, and also takes into account
the computational cost. Bootstrap techniques have been used to determine the minimum number of
variables needed to obtain an appropriate prediction.

In some situations, several statistically equivalent optimal models of size 4 may exist. In such
cases, FWDselect allows the user to visualise those models and select the most interesting one. This
is obtained with the argument seconds = TRUE of the selection functions. In addition, the software
provides the user with a way of easily obtaining the best subset of variables using different types of
data in different frameworks, by applying the 1m, glm and gam functions already implemented in R.
The use of these classical R functions nevertheless entails a high computational cost. Hence, a further
interesting extension would be the implementation of this package using C, C++ or Fortran as the
programming language. R users could profit from this advantage in a future version of this package.

Insofar as the validity of the method is concerned, we think that the results obtained with simulated

data are correct, and the results with the diabetes data are in accordance with other methodologies.
This suggest that the behavior of the procedure in a nonparametric framework will be also adequate.

The results in this paper were obtained using R 3.2.0. The FWDselect package (Sestelo et al., 2015)
is available from the Comprehensive R Archive Network at the URL http://cran.r-project.org/
web/packages/FWDselect/.
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Appendix

Here we illustrate the use of FWDselect using simulated data. The use of simulated data allows us to
ascertain the behavior of our software and to compare it with others available tools designed for the
same purpose.

Consider a vector of 10 covariates, X = (X, ..., X19), and a continuous response, Y, generated in
accordance with

Y=2X;+4X5+e¢,

where ¢ is the error distributed in accordance with a N(0, 1) and the explanatory covariates are random
variables obtained from uniforme distribution on [—1, 1]. Note that we have a linear scenario in which
the response variable depends only on two covariates.

The following code will simulate 100 observations (n = 100) from the above model. To ensure the
reproducibility of the results reported in the paper a seed was considered (0413).

> library(glmulti)

Loading required package: rJava
> library(leaps)

> rm(list = 1s())

> set.seed(0413)

>n <- 100

> x <= matrix(runif(1@ * n, -1, 1), ncol = 10, nrow = n, byrow = FALSE)

> e <- rnorm(n, 0, 1)

>y <-2x*xx[, 11+ 4 *x[, 5] +e

> data <- data.frame(x, y)

Now we compare our method against other existing methodologies developed to perform auto-
mated variable selection. We choose the leaps package (regsubsets function), which selects the best
variables for each subset of size g without determining the number of variables that users have to
include in the model; the step function from the stats package which selects a formula-based model
using the AIC; and the glmulti which compares all posible models through an exhaustive screening of
the candidates, or a genetic algorithm, or a very fast exhaustive branch-and-bound algorithm .

> resl <- regsubsets(x, y)
> summary(res1)$outmat[2, ]
a b ¢ d e f g h i1 j

LTI L T T T R T T T B VIO T RN T R T TN T R TR VN TR T TR 1)
* *

> res2 <- step(Im(y ~ ., data = data), trace = FALSE)
> res2

Call:
Im(formula =y ~ X1 + X4 + X5 + X9, data = data)

Coefficients:
(Intercept) X1 X4 X5 X9
0.1538 1.9691 0.4285 3.5774 0.2875
> res3 <- glmulti(y ~ ., data = data, level = 1, plotty = F, report = FALSE)

> summary(res3)$bestmodel
[11 "y ~ 1 + X1 + X4 + X5 + X9"

> res4aux <- test(x, y, nboot = 100)
[1]1 "Processing IC bootstrap for H_O@ ( 1 )..."
[1] "Processing IC bootstrap for H_@ ( 2 )..."

KhhkAkAAAXAAKAAAAAAARhhhkkkhhhkhhhkhihihhkhk

Hypothesis Statistic pvalue Decision
1 H_0 (1) 90.92 0 Rejected
2 H_0 (2) 21.11  0.06 Not Rejected
> res4 <- selection(x = x, y =y, q = resdaux$nvar, cluster = FALSE)
> res4
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Best subset of size q =2 : 51

Information Criterion Value - deviance : 16.70488

The regsubsets function is based on all subsets or, in other words, exhaustive variable selection.

The method identifies the best subsets of linear predictors using a branch-and-bound algorithm
(Miller, 2002). Since this function returns separate best models of all sizes, we consider only the
results obtained for a subset of size two. In this case, the procedure works properly returning the
Xj and Xj5 variables as the best subset of size two. The model-selection oriented function step is a
widely used methodology for jointly determining the number and choice of variables. In this case, this

procedure fails returning a model which includes the effects of four covariates (X1, X4, X5 and Xy).
The results obtained with the glmulti package, another option for model selection, are also mistaken.

The procedure returns the same model obtained with the previous method (step). Finally, in order
to ascertain the performance of FWDselect, we firstly apply the test function with the purpose of
determine the number of variable that have to be included in the model. Then, once this number is
obtained (saved in the returned list as $nvar), the selection function determines correctly the X; and
X5 variables.

According to the computation time of these four methods, the fastest procedure is the implemented
in the leaps package taking only 0.001 secs. The second one is the step function which runs in 0.037
secs. The next one is the glmulti function which takes 3.149 secs. Lastly, the most computationally
demanding code is the implemented in the FWDselect package which requires 9.181 secs. All the
results have been obtained using the R’s system. time command on a 2.4 GHz Intel Core i5, with 4
cores and 4 Gb of RAM.

The previous results have been obtained using simulated data with a linear effect of the covariates.

However, in practice, the user does not know the dependence structure, i. e., how the response
variable depends on the covariates. With this in mind, we have considered and applied again the
four procedures on another scenario where the response variable depends again on the same two
covariates, but in this case, the effect of them is nonlinear. Particularly, the Y is now generated in
accordance with

Y =2(X1)?+2sin (271X5) + ¢,

being both ¢ and the explanatory covariates the same of the previous scenario. Note that we have now
a nonlinear scenario in which the response variable depends only on two covariates.

>y <=2 % x[, 1]J**x2 + 2 x sin(2 * pi * x[, 5]) + e
> data <- data.frame(x, y)
> resl <- regsubsets(x, y)
> summary(res1)$outmat[2, ]
a b ¢ d e f g h 1 j

T I A
> res2 <- step(Im(y ~ ., data = data), trace = 0)
> res2

Call:

Im(formula = y ~ X5, data = data)

Coefficients:
(Intercept) X5
0.4764 -1.2377

> res3 <- glmulti(y ~ ., data = data, level = 1, plotty = F, report = FALSE)
> summary(res3)$bestmodel
[1] "y ~ 1 + X5"

> res4aux <- test(x, y, nboot = 100, method = "gam")

[1] "Processing IC bootstrap for H_@ ( 1 )..."
[1] "Processing IC bootstrap for H_Q@ ( 2 )..."
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Hypothesis Statistic pvalue Decision
1 H_0 (1) 46.04 0 Rejected
2 H_0 (2) 20.89 0.15 Not Rejected
> res4 <- selection(x, y, g = res4aux$nvar, cluster = FALSE, method = "gam")
> res4

KRAAAARKRKRKAAARAAXKA AR AAAAR AR AAAA AR ARk hhkhkhkhhhhhhkhixxx

Best subset of size q =2 : 51

Information Criterion Value - deviance : 18.41203

KARRKAXkk k% KAARKAKKX)R*) KARKK]k*)k

In this case, the performance of the methods changes. Excluding the FWDselect, all the procedures
fail to select the correct model. The leaps package returns the X5 and X¢ variables whereas the others
two packages only retrieve the effect of Xs.

The results presented in this appendix have been obtained with one simulated sample of n =
100. In order to evaluate the real performance of the methods, a simulation study using five hundred
independent samples with different sample sizes (1 = 50, 100,200) was carried out. Focusing on the
linear scenario, the leaps and FWDselect packages work well with 100% and close to 95% of successes,
respectively (for any sample sizes). The success rate for the other two packages is around 22%. Note
that the results of leaps have been obtained assuming a subset of size two, and thus providing an
advantage to this method over the others. In relation with the nonlinear scenario, the proportion of
failures is very high for all procedures excepting FWDselect. The latter performs correctly close to 30%
of the times for the smallest sample size, around 63% for n = 100 while it reaches 91.6% of successes
for n = 200.
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An Interactive Survey Application for
Validating Social Network Analysis

Techniques
by Mitchell Joblin and Wolfgang Mauerer

Abstract Social network analysis is extremely well supported by the R community and is routinely
used for studying the relationships between people engaged in collaborative activities. While there
has been rapid development of new approaches and metrics in this field, the challenging question
of validity (how well insights derived from social networks agree with reality) is often difficult to
address. We propose the use of several R packages to generate interactive surveys that are specifically
well suited for validating social network analyses. Using our web-based survey application, we were
able to validate the results of applying community-detection algorithms to infer the organizational
structure of software developers contributing to open-source projects.

Introduction

Social network analysis (SNA) is an increasingly popular approach to study the relationships between
individuals engaged in collaborative activities (Ahn et al., 2007; Mislove et al., 2007; Kumar et al,,
2010), and numerous high quality R packages support the thriving SNA community (e.g., igraph,
sna, graph, twitteR, Rfacebook, etc.; Csardi and Nepusz 2006; Butts 2014; Gentleman et al.; Gentry
2015; Barbera and Piccirilli 2015). What is often not clear is the validity of SNA approaches that
propose new metrics or apply existing metrics to a new source of data. In the literature, researchers
have questioned and criticized studies using SNA because it is unclear if the results are reflective of
reality (Donath and Boyd, 2004; Wilson et al., 2009). We developed a web-based survey application for
conducting interactive surveys that specifically addresses the unique needs of the SNA community
and successfully deployed the application to study the collaborative relationship between software
developers in open-source projects and to validate the usage of unsupervised machine learning
algorithms to infer the developers’ organizational structure (Joblin et al., 2015).

In social network analysis, the relationships between individuals are formalized as a graph
where nodes represent people and the edges between nodes represent a particularly interesting
connection. For example, Twitter data can be used to construct a retweet network where an edge
between individuals exists if one individual has retweeted another individual’s tweet. The particular
heuristic used to establish an edge between individuals is chosen based on the desired concept to
study. For example, a retweet may indicate endorsement of the message being tweeted. From this,
one could conclude that users with many retweets of their content are regarded as an influential
person within that local group of people. One of the primary challenges with this style of analysis is
validating whether the assumptions about the relationship heuristic are correct. It may, for instance,
not be clear whether a retweet always indicates a positive sentiment. Alternatively, retweets could also
stem from controversial topics and may not be ubiquitously regarded as supportive of the original
tweet’s message.

While SNA is not primarily concerned with constructing social networks, but rather to analyze
the network’s properties, the network construction heuristic influences the validity of the subsequent
analysis. In general, the goal of SNA is to identify interesting features of a social network that
capture an abstract quality of social relationships. For example, finding important or highly influential
actors in a network is one of the most well-researched areas of SNA where one considers the local
or global network topology to identify individuals that are exceptionally well-connected to other
actors. The notion of centrality, and many other network metrics, is a duality where one definition is
a mathematical formalization based on the network topology and the other definition is an abstract
social concept such as influence. The challenge we wish to address with our survey application is to
validate the claim that the mathematical formalizations provided by the field of SNA are congruent
with the abstract social concept we wish to identify.

Our survey application is designed to address the following three concerns that are fundamental to
the validity of SNA:
¢ Network Construction Heuristic
Example: Do edges in the network accurately represent relationships between actors in reality?

* Network Structural Property
Example: Does the community structure of a network accurately identify subgraphs of individ-
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uals with common goals or interests in reality?

¢ Network Metric
Example: Do centrality metrics accurately represent the level of influence of an actor in reality?

All source code that implements our survey application is available at a supplementary site:
http://github.com/mitchell-joblin/SNA_survey_framework.

Challenges

Developing and deploying a survey for SNA purposes involves a set of unique challenges and
requirements that are not currently satisfied by existing survey templates and tools. We now introduce
the set of requirements we identified and specifically addressed with our survey application.

Requirement 1: Ease of large scale deployment and collection of responses

Modern social networks can range in size from hundreds to millions of nodes and the survey delivery
mechanism should be designed to handle deployment under large scale conditions. A web solution
enables the survey participant to easily login to the web interface and submit their responses without
the need to download or install any software to complete the survey. Any challenges experienced
while participating in a survey create a barrier to completion and likely contribute to lower return-rates
and quality responses. In additional to scalability and ease of use, a web solution also allows for
aggregation of responses into a common database for later analysis.

Requirement 2: Interactivity

Performing a survey for SNA purposes will often involve the need to display a labeled graph to the
survey participants. Research in graph layout and visualization is continually advancing; however,
the optimal visualization and layout parameters are dependent on network properties in a non-trivial
way. The network size, edge density, graph type (e.g., directed, undirected, weighted, unweighted,
one-mode, and two-mode) all influence the optimal visualization. Readability of the graph is necessary
for quality responses. To ensure graph details were not obscured by problems such as overlapping
nodes or edges, the survey participant should be able to influence a set of visual parameters so that
all necessary details of the graph are observable. The adjustable parameters also allow the visually
impaired to participate more effectively.

Requirement 3: Dynamic survey content generation

We determined that certain elements of the survey needed to be generated dynamically so that each
survey participant would be shown information that was relevant to their particular position in the
network. We identified each survey participant through a login process and then computed relevant
data such as the subgraph community they were found in and the set of people which we expected to
be influential to them. We found this to be a particularly powerful and interesting aspect of our survey
because the responses often provided insights about the network that would not have been obvious if
we had not shown the relevant network data and instead only asked general questions.

Requirement 4: Integration with existing R infrastructure

One of our primary concerns with developing the survey was the expenditure of effort to prepare our
existing SNA analysis pipeline for use in the survey instrument. A substantial amount of support for
SNA already exists in R (e.g., igraph, sna, graph etc.), therefore it is highly desirable to seamlessly and
effortlessly integrate existing R infrastructure into the survey application. By taking advantage of the
Shiny R web application framework, we could avoid a substantial amount of effort to adapt existing R
infrastructure to another language or platform for the survey deployment.

Requirement 5: Visually appealing and professional aesthetic

In a preliminary analysis of options for survey platforms, we realized that many of the existing
tools did not support a visually appealing or professional aesthetic. We felt that an unprofessional
appearance would compromise the seriousness and credibility of the organization hosting the survey
and deter survey participation. Perhaps potential survey candidates would perceive the survey poorly
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and think that the organization would mishandle the collected data for unethical reasons or via poor
execution such that the results would be useless and answering the questions would be futile.

Alternative survey tools

A number of survey tools are available online such as SurveyMonkey (www. surveymonkey . com) and
LimeSurvey (www.limesurvey.org), but we found that these tools were not capable of satisfying the
requirements for validating SNA techniques. In a canonical survey, a number of predetermined
questions are presented to the survey participants and the responses are predetermined categories or
free text fields. In the case of predominantly static and predetermined survey content, the features
offered by the above tools are more than adequate and customizable. The inadequacies of these
tools stem from the lack of features for interfacing with R infrastructure and supporting interactive
survey content. Both SurveyMonkey and LimeSurvey have convenient import features that provide
a mechanism to display precomputed survey content. Prior to developing our own application, we
considered precomputing the survey content for all the possible survey participants and then using
the import feature. The problem with this approach was that we did not have a-priori knowledge of
the required content and computing all possible variations of the survey content would be incredibly
wasteful. When conducting a survey, one typically expects roughly a 10% response rate so computing
the necessary data for all potential participants would be roughly 90% waste. This consideration is
especially important for researchers working with big data, where there may be potentially millions
of survey participants. Furthermore, using this approach would not allow the survey participant
to configure any visualization parameters. We found the reactive programming model provided by
shiny (Chang et al., 2015) to be far more powerful for creating interactive surveys compared to those
provided by the alternative survey tools. The added benefit of using shiny is that any visualization
generated by an R script can be easily converted into a dynamic survey element with just a few lines
of code. In contrast, managing a set of precomputed visualization requires potentially vast quantities
of storage space and a schema for uniquely identifying the images to be displayed correctly in the
survey.

Shiny web application framework

Shiny is a web application framework for R that allows one to easily transform their existing R code
into an interactive web application. By using Shiny, we were able to quickly implement a web-based
survey instrument without the need to significantly alter our existing R infrastructure for social
network analysis. To build a Shiny web application two main components need to be implemented,
a ‘server.R’ file which constructs the R objects to be displayed by the application and a ‘ui.R’ file to
control layout and appearance. Alternatively, one can choose to implement an interface using HTML
and CSS to achieve greater flexibility and customization. An example survey question taken from
our application is provided in Figure 1. In the following subsections, we introduce the basic elements
for implementing the example question including the creation of interactive visualizations using the
shiny and igraph packages.

Example server R script

In our particular implementation we stored the user data in a relational database, as will likely be
common in many applications. Below we illustrate the implementation to retrieve a specific person’s
ego network in the form of an edge list data frame from a MySQL database. The igraph package for
network analysis is then used to construct the graph object from the edge list data frame and then
finally plot it. Using this basic template, one can insert their own network analysis algorithms for a
specific purpose. The reactive mechanism for retrieving the interactive user input from the Ul is also
illustrated for the vertex size and vertex label visualization parameters. In the next section, we will see
how the Ul is implemented for these particular visualization parameters.

Shiny uses a very powerful reactive programming paradigm to couple the client and server
elements to support interactivity. Using this model, reactive values represent values that can change
over time, and reactive expressions represent operations that depend on the use of reactive values. The
reactive expressions track the state of reactive values so whenever an update occurs, the dependent
reactive expressions are re-executed. The reactive programming concept also supports the important
separation of computationally intensive processes from the interactive elements to prevent lag in
the user interface. We provide an example server script in Figure 2 to illustrate a basic example for
generating interactive survey content using the reactive programming model.
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Question 6

Does the following network accurately represent collaborative relationships between developers?

Please indicate the extent o which you agree with the following network. The network shown below I a subnefwork and therefore is not meantto caplure every developer relationship inthe project. Each node in the network represents
a developer and a link between two indicates a The link thickness represents the magnitude of collaboration between the two developers, greater thickness indicates stronger collaboration.
Indicate that you strongly agree If the netwrk edges are mostly correct with only a small number of incorrect edges. Ifthe network edges are completely incorrect then indicate that you strongly disagree. We encourage you fo use the
comments section to elaborate on your response. For example, you can discuss what parts of the network are correct or incorrect and also comment on any interesting features that are captured by the network. Your position in the
network is shown in red, so that you can easlly identify yourselt

Visual Adjustments
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Figure 1: Example survey question.

After first executing a connection to the MySQL database, a reactive expression (graph.data)
is defined to encapsulate the computationally intensive graph processing algorithms. The reactive
expression first retrieves an ID for a specific edge list stored in the database. In example question
shown in Figure 1, the ID corresponds to a specific user’s community network and in the login phase
description we discuss how to identify survey participants using a login process. Next, the edge
list corresponding to the ID is retrieved from the database and then any computationally intensive
processing is performed. Alternatively, if a database is unavailable, then an archive file or any type of
storage format can be loaded into R within this reactive expression.

In the next expression, a reactive endpoint is created. Inside the expression, the reactive values
that represent the vertex size (input$vertex.size) and label size (input$label.size) will cause the
reactive endpoint output$graph to be evaluated every time an update occurs to one of the visualization
parameters. A critical aspect of the implementation is the separation of the computationally intensive
SNA algorithms from the visualization parameters. Without the use of reactive conductors (e.g.,
graph.data), the computationally intensive code would be re-evaluated for every update to the
visualization parameters and would result in severe lag in the user interface. In the next section,
we demonstrate how the binding between the elements in the server script and the user interface
is established. More information about the reactive programming model used by shiny server is
available in the Shiny Package Documentation.

Example HTML Ul

The user interface component of the shiny web application controls the appearance and layout of the
survey including all survey questions and response fields. We chose to implement the UI in HTML
and CSS using the open-source framework Bootstrap, alternatively one could also implement the Ul
in R using shiny. The advantage to developing the Ul in HTML is greater customizability of the look
and feel, but the features provided by shiny are quite sufficient for most purposes and doesn’t require
HTML knowledge. With Bootstrap, we were able to achieve a professional aesthetic and maximum
flexibility using only the basic features offered by the framework. An example survey question is
shown in Figure 3 demonstrating the Ul implementation in HTML to display the survey question
text, an igraph network object with user configurable visualization parameters, and a multi-category
response section. This example illustrates all the basic elements of a survey question and all the
questions in our example application follow a similar format. Beginning at the top of Figure 3, the
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library(shiny)
library(igraph)
library(RMySQL)

shinyServer(function(input, output, session, clientData) {
# Create MySQL connection object
con <- dbConnect(MySQL(),
user = 'USERNAME',
password = 'PASSWORD',
host = 'HOST',
dbname = 'DBNAME')

# Query database for an edge list and perform SNA
# and return a reactive conductor
graph.data <- reactive({
# Get unique graph ID from database
graph.id <- get.graph.id(con)

# Query MySQL database for a specific network
edge.list <- query.graph.edges(con, graph.id)

# Insert any computationally intensive code for processing
# the graph here to avoid being recomputed
# for every visualization update})

# Generate reactive endpoint
output$graph <- renderplot({
edge.df <- graph.data()

# Get input from UI for graph label and node size
# from reactive sources

vertex.size <- input$vertex.size

label.size <- input$label.size

# Create igraph graph object and plot

g <- graph.data.frame(edge.df)

plot(g, vertex.size = vertex.size,
vertex.label.cex = label.size)})

Figure 2: Server R script for example survey question.

survey question is specified inside a Bootstrap “well” element. Next, the visualization parameters for
the network are specified as sliders as is shown in Figure 1. Moving further downward, the binding
between the graph object provided by the ‘server.R” script and the Ul is made. Lastly, the response
fields “agree” and “disagree” are specified as HTML form inputs. This basic example question can
easily be extended to suit the needs of a wide variety of survey questions. For example, one can easily
rewrite the question, change the visualization parameters, or introduce different response categories
(e.g., five level Likert item). From a technical standpoint, Figure 3 clearly demonstrates how the input
elements for dynamically altering the graph visualization are implemented and how the graph plot
generated by the ‘server.R’ script is integrated into the UL

The binding between the elements of the ‘server.R” script and the UI are achieved through the
variable identifiers. One can see that the HTML id tags match the corresponding variable identifiers
in the ‘server.R’ script. In this case, the vertex. size visualization parameter is displayed as a slider.
For categorical or other discrete parameters, drop-down menus can be used instead of a slider
when needed. The appearance of the example question rendered in a browser is shown in Figure 1
and includes the graph, the basic visualization adjustments, the categorical response input, and an
additional text input for comments.

The above serves as a starting point to construct more elaborate applications and easily integrate
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<h3>Question 1</h3>
<--Survey question text-->
<div class="well">
<h4>Does the following network accurately represent collaborative relationships?</h4>
</div>

<--Display network visualization-->
<div class="row-fluid">
<div class="span2">
<!--Insert all user configurable graph visualization parameters here-->
<h5>Visual Adjustments</h5>
<div class="well">
<!-- Slider to change vertex size parameter, input id
matches variable name in server.R-->
<label class="control-label” for="vertex.size">Vertex Size:</label>
<input class="jslider"”
data-format="4#, ##0. #####" data-from="1" data-locale="us" data-round="false"
data-skin="plastic"” data-smooth="false" data-step="1" data-to="10" id="vertex.size"
name="vertex.size" type="slider"” value="5">
</div>

<div class="span10">
<div class="well">
<!--Insert graph plot, id matches output variable identifier in server.R-->
<div class="shiny-plot-output” id="graph" style=
"width: 100%; height: 800px; margin-left:Qpx; margin-right:0px;
margin-bottom:0Qpx; margin-top:0Qpx">
</div>
</div>
</div>

<!--Specify response fields-->

<div>
<h5>Response</h5>
<div class="well">
<div>

<label>Select one:</label>
<table class="table table-condensed table-bordered” style=
"background-color:white;margin-bottom:@px">
<tbody>
<tr>
<td><label class="radio"><input name="qla" type="radio"” value="agree">
Agree</label></td>
</tr>
<tr>
<td><label class="radio"><input name="qla" type="radio" value="disagree">
Disagree</label></td>
</tr>
</tbody>
</table>
</div>
</div>
</div>
</div>
</div>

Figure 3: HTML UI for example survey question.
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Figure 4: Event sequence and data flow for survey execution.

specific SNA results. For example, one could extend the above code to show only the vertex induced
subgraph of nodes with a particularly high centrality or show only the relationships that exist between
actors during specific temporal periods using sliders to select the time range of an evolving network.

Survey execution process

We now introduce the execution of the survey application, the data flow, and the general architectural
elements used to accomplish the goals of each phase. The survey is broken up into three main phases
discussed in detail below, namely the login phase, the survey completion phase, and the response
collection phase. The login phase is used to identify the survey participant so that the appropriate
visual elements can be generated for this specific user. Next, the shiny application server queries the
database storing user data to generate the appropriate survey content for the specific user. Finally,
the survey responses are collected and subsequently stored in a relational database so that further
analysis can be easily performed. Figure 4 illustrates the sequence of events and the data exchanged
between the main architectural elements. An example survey can be found at the following site:
http://rfhinf@67.hs-regensburg.de/survey/?p.id=1&c.id=1.

To design a survey, all that is necessary is to modify the shiny server R script, the PHP script for
processing the responses, and the database schema that stores the survey responses. However, our
application provides several generic question types and a database schema that should cover most use
cases.

Login phase

The login process primarily serves to acquire the necessary user information to generate the appropriate
survey content, in most cases only a user name or email address is sufficient. We also include a Captcha
authentication to avoid problems associated with automated attempts to access the survey. The login
page is hosted on a standard Apache web server and uses basic JavaScript to generate a URL that
contains the user information as URL parameters. The login phase is shown as step 1 through
4 in Figure 4. For example, user Jane Doe accesses the login page and enters the email address
j-doe@email.com, then the URL shiny.server?username=j.doe@email.com is generated and the user
is automatically redirected to the generated shiny application after the login form has been submitted
and the Captcha has been authenticated. The URL parameters allow you to create a custom survey
for each individual survey participant. For example, you may wish to display the participant’s
ego network and ask specific question about the network’s structure or authenticity with regard to
capturing real-world relationships.

The login step does not contain security features that would prevent someone from logging into
the survey using someone elses email. If security is a primary concern, an alternative solution is to
append a unique string of characters as a URL parameter and forgo the login process entirely by
instead sending an e-mail to each survey participant containing the unique link. For example, instead
of generating the URL shown above from the login process, the participant would receive a link of the
form shiny.server?username=jvnogk91m. Then in the shiny server application, the unique string can
be matched to the user to create the appropriate survey content.
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graph <- reactive({
## Parse URL for parameters into key value pairs
parseQueryString(clientData$url_search)})

## Retrieve username parameter
username <- as.character(query()['username'])

## Query database for subgraph containing the person
query.database(username)})

Figure 5: Example reactive expression for retrieving URL parameters.

Survey completion phase

The events of this phase are illustrated in steps 5 and 6 of Figure 4. In the survey completion phase,
the user is presented with the survey content that is automatically generated based on the individual’s
login data. This feature allows the questions, response fields, and figures to be altered to present
information that is most relevant to the particular survey participant. For example, in our survey we
asked participants about whether our community detection algorithm accurately identified meaningful
communities and what commonalities were responsible for producing the community. We used the
login parameters to select the specific community that the survey participant was found in and
displayed the specific subgraph. The URL parameters are retrieved using the code shown in Figure 5
and is located in the ‘server.R” script. The example code can be extended to use any value to identify
the survey participant. In the login phase description, we discuss a more secure way of performing
the login by using a unique string instead of the users name and e-mail address. This code example
can easily be adapted to retrieve the unique string from the URL parameters to implement the more
secure login approach.

In Figure 5, the URL parameters containing the user login data are first parsed and stored as key
value pairs. The user name is then retrieved and used to query the database containing the user data.
Using this information we can generate the specific subgraph for each survey participant. This portion
of the script can be edited to query for any user specific data. Alternatively, if your user data is stored
in files, you can edit this component to read specific user files.

It was our experience that using auto-completion was very helpful for questions where the response
was a user name. Since many of the mentioned names should already be in the database, we were
able to take advantage of this to provide auto-completion. This allowed us to maintain consistency
of names between survey response and our database. In addition, the name consistency made the
processing of the responses much easier and yielded higher quality results. Shiny does not provide
any auto-completion feature, however, we were able to use ShinySky to achieve this functionality.

Response collection phase

The final phase is illustrated in Figure 4 in steps 7 through 9. Upon completion and submission of the
survey, the responses are sent using HTTP POST to a PHP script running on the Apache server. The
PHP script checks for errors in the responses and cleans erroneous or troublesome characters. Once
the responses have been cleaned and verified they are then saved to the database. Once the data have
been successfully saved to the database, the user is redirected to a “thank you” page to confirm that
their submission was successful. You may wish to edit the PHP script and database schema to suit
your particular needs since they relate to the specific survey questions. Alternatively, you may simply
write the survey responses to a file. Since R has sufficient support for MySQL, we found that saving
the responses to a database made the analysis of the responses relatively simple.

Discussion and future work

In our research focused on validating social network analysis techniques for the purpose of identifying
the organizational structure of open source developers (Joblin et al., 2015), we found this survey
application to be extremely valuable. Our research goal was to determine if developer networks,
constructed from operational data stored in the version control system, contain information that is
reflective of the real world. More specifically, the survey results indicated that community-detection
techniques are effective for decomposing developer networks into communities that reflect important
real-world relationships. We were able to show that the developer communities are comprised of a
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collection of well coordinated individuals with common goals, interests, and shared mental models.
In the software engineering domain, this kind of information is incredibly valuable for identifying
where coordination challenges are most likely to arise and negatively impact developer productivity
or code quality (Cataldo and Herbsleb, 2013; Pinzger et al., 2008; Nagappan et al., 2008; Meneely et al.,
2008), effective coordination are becoming increasingly important. With the support of R packages,
applying unsupervised machine learning algorithms to networks is no longer a significant technical
challenge, but the challenge of evaluating the results with respect to the ground truth model of reality
still requires attention. In particular, without demonstrating that the results of applying SNA have
real-world significance and validity, our research contribution would have had only a very limited
impact. On this basis, we see that the challenge of validating the information that can be gleaned
from social networks is fundamental to developing effective network analysis methodology that is
capable of delivering valuable insights. Since the phenomenon of globally distributed collaboration
is becoming common practice in many domains, we see this survey application as an important
contribution to the general research community. In the future, we fully intend to reuse and improve
this web-based survey application with one of our primary goals being to turn the application into an
R package that is easier to setup and use.

Conclusion

Through the use of multiple R packages, we were able to successfully develop a powerful survey
instrument for validating SNA approaches. Surveys for the validation of SNA techniques demand
unique features that are not currently provided by existing tools. Our application provides the
fundamental structural elements to conduct a large scale and fully-automated social-network based
survey. Furthermore, we provide a fully-functional application that addresses the fundamental threats
to validity in the social network analysis domain. Additionally, the basic application provides a
substantial foundation to support the development of more elaborate survey instruments.

The SNA community is rapidly growing with many new and exciting techniques frequently being
proposed, however, the real power of SNA lies within its accurate representation of the real-world.
In order to achieve congruency between reality and the insights gleaned through SNA, appropriate
validation tools are a necessary requirement. In this paper, we presented an example application
that significantly lowers the barrier to entry for conducting social-network based surveys. By using
this survey application to validate SNA techniques, one is able to more easily test the reliability and
validity of SNA approaches and increase the scientific rigor of the field.
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Exploring Interaction Effects in
Two-Factor Studies using the hiddenf
Package in R.

by Christopher T. Franck and Jason A. Osborne

Abstract In crossed, two-factor studies with one observation per factor-level combination, interaction
effects between factors can be hard to detect and can make the choice of a suitable statistical model
difficult. This article describes hiddenf, an R package that enables users to quantify and characterize a
certain form of interaction in two-factor layouts. When effects of one factor (a) fall into two groups
depending on the level of another factor, and (b) are constant within these groups, the interaction
pattern is deemed "hidden additivity" because within groups, the effects of the two factors are additive,
while between groups the factors are allowed to interact. The hiddenf software can be used to estimate,
test, and report an appropriate factorial effects model corresponding to hidden additivity, which is
intermediate between the unavailable full factorial model and the overly-simplistic additive model.
Further, the software also conducts five statistical tests for interaction proposed between 1949 and
2014. A collection of 17 datasets is used for illustration.

Introduction

The crossed, two-factor layout with one observation per factor-level combination is a simple and widely
used plan. These designs arise in the context of (a) completely randomized two-factor experiments,
(b) randomized complete block experiments that block on a source of nuisance variability, and (c)
observational studies with two factors. If the effects of the two factors do not interact, then this design
permits inference for both factors simultaneously. The following model is commonly used for data
collected using these designs:

Yij = p+ T+ B+ e, 1)

wherei =1,...,cand j =1,...,r are indices for levels of the two factors C and R, y represents the
overall mean of the outcome y;;, and the 7; and B; terms quantify the effects of factors C and R. The
errors are frequently assumed independent and identically normally distributed, with constant error
variance ¢2. Since data from these designs are easy to display using two-way tables, frequently the
levels of factors R and C are called "rows" and "columns," respectively. In this report (and the hiddenf
manual), Factor R is referred to as the "row" or "grouped" factor, while factor C is called the "column"
factor.

Model (1) assumes that the effect of the row factor on the response y;; does not depend on the level of
the column factor, and vice versa. In statistical parlance this is known as the assumption of "additivity."
This assumption is sometimes made out of necessity as the alternative of including the interaction term
from the full factorial effects model precludes statistical inference. After computing the interaction
mean square, zero degrees of freedom remain with which to estimate the error variance, 2. Data
arising from (1) are shown in Figure 1 panel A.

If the effect of factor C varies across levels of the factor R, then there is statistical interaction. In this
case (1) is misspecified. Graphical assessment of additivity is commonly made using an interaction
plot. Figure 1 panel B is an interaction plot for the cjejuni.mtx data set included in the hiddenf
package (Qiu, 2013).

Since the data in Figure 1 panel B do not exhibit parallelism, there is graphical evidence to suggest that
(1) may not be a suitable model. This is problematic because inferences conducted under (1) will be
incorrect if (1) fails to describe the true nature of the variables under investigation. Fortunately, many
methods have been devised to assess non-additivity in these designs, including those in Tukey (1949),
Anscombe and Tukey (1963), Mandel (1961), Mandel (1971), Johnson and Graybill (1972), Hirotsu
(1982), Kharrati-Kopaei and Sadooghi-Alvandi (2007), Tusell (1990), Boik (1993a), Franck et al. (2013),
and Malik et al. (2014). Alin and Kurt (2006) provide a review of methods available up to 2006. We
return to the analysis of these and other data in subsequent sections of the paper.

Despite the wide usage of unreplicated two-way designs, computational tools to assess non-additivity
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Figure 1: Interaction plots. Lines correspond to levels of factor R and tick marks on the horizontal
axis correspond to levels of factor C. Panel A is simulated data from (1). These data do not exhibit
statistical interaction so departure from parallel lines is due to random noise. Panel B is cjejuni.mtx
data, which visually exhibit non-additivity.

are lacking, particularly for more recent methods. Currently, the additivityTests package (Simecek and
Simeckova, 2012) provides test statistics, critical thresholds, and binary reject/fail to reject decisions
for tests proposed in Tukey (1949), Mandel (1961), Boik (1993a), Tusell (1990), Johnson and Graybill
(1972), and Simecek and Simeckova (2012). The additivityTests package does not produce p-values.

The hiddenf package

This paper describes the R package hiddenf, which makes available several tools for the analysis of
non-additivity in unreplicated two-way layouts. This package contributes to available computational
resources by (a) providing statistical and graphical diagnostic tools within the context of hidden
additivity that enable the user to go beyond overall tests of additivity towards the inferential goal of
characterizing and quantifying the magnitude of interaction, and (b) providing p-value computations
for five methods to detect non-additivity. Supported tests include those proposed in Tukey (1949),
Mandel (1961), Kharrati-Kopaei and Sadooghi-Alvandi (2007), Franck et al. (2013), and Malik et al.
(2014). The latter three are newly available in an open-source repository via the hiddenf package,
which is available from the Comprehensive R Archive Network (CRAN).

Hidden additivity occurs when the levels of factor R fall into a smaller number of groups, such that
within these groups the effect of factor C is constant across levels of factor R, but there is C x group
interaction (Franck et al., 2013). Group membership of levels of R can be regarded as latent, unobserv-
able random variables. Inspection of Figure 1 panel B provides an example. If one group is formed
from the two lines (processing plants) that reach their peak in year 3, and another from the two lines
that reach their peak in year 4, then the year and plant effects are roughly additive within these groups.

The HiddenF () function accepts an r X ¢ data matrix as input and returns an object of the HiddenF class.
Objects of this class store the p-value from the all-configurations maximum interaction F (ACMIF)
test (Franck et al., 2013) for hidden additivity, the number of configurations under consideration,
the configuration that achieves the maximum interaction F score (or maximum hidden additivity),
and the data as a list. Several generic functions, including print(), anova(), summary() and plot(),
can be applied to objects of the HiddenF class to produce output useful for the quantification and
characterization of interaction. By default, the HiddenF () function considers the row factor as the
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variable to group. Submitting a transposed matrix executes the grouping on the column variable.
Deciding which factor to group is subjective, and can be approached using domain knowledge or a
trial-and-error approach. Figure 2 summarizes the functionality of the hiddenf package.

User suppliesrx c

data matrix to plot()
HiddenF() Characterize print()
function hidden additivity p—
anova()
Object of class
HiddenF is TukeyPvalue()
Test for non-
created
additivity o MandelPvalue()
multiple forms KKSAPvalue()
MalikPvalue()
HiddenF()

Figure 2: Flowchart of hiddenf functionality. The user supplies a r x ¢ data matrix to the HiddenF ()
function, which returns an object of the HiddenF class. The user can then characterize hidden additivity
and obtain p-values for tests of non-additivity.

The remainder of the paper is organized as follows. The C. jejuni data are first described as a relevant
example. The following section reviews the testing procedure for hidden additivity. Functionality
to detect hidden additivity using hiddenf is then detailed. Four other supported methods to detect
non-additivity are then reviewed. Seventeen data sets are described and explored using the methods
supported by hiddenf. The article concludes with a summary.

Example

We now return to the data from Figure 1 panel B. The vertical axis in this plot is the proportion of
disease-resistant bacteria samples of the C. jejuni strain taken from turkey processing facilities. These
data were collected over a five year period across four processing plants in North Carolina. Each line
corresponds to a plant, and the year labels correspond to 2008-2012. The matrix cjejuni.mtx contains
the fractions of bacteria that are classified as the strain C. jejuni.

> library(hiddenf)
> data(cjejuni.mtx)
> cjejuni.mtx
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Testing for hidden additivity

Hidden additivity is a useful concept for the analysis of many types of data because the structure is
easy to visualize and interpret. The ACMIF test (Franck et al., 2013) to detect hidden additivity assigns
classical significance testing-based p-values. A combined testing and plotting approach allows the
researcher to interpret the way in which column effects change across groups of the rows.

The ACMIF test works by (1) considering each placement of factor R levels into two nonempty groups,
(2) testing factor C x group interaction, and (3) considering the test that provides the most evidence of
interaction (and greatest additivity of C and R within groups) after correcting for multiplicity using a
Bonferroni adjustment. Simulation suggests that the Bonferroni correction is not overly conservative
for r < 7 despite the magnitude of the correction factor 2" ~1 — 1, because the Bonferroni adjusted
thresholds are remarkably similar to simulated critical thresholds for a variety of ¢ and r values (Franck
et al,, 2013). If g is an index for the latent group membership such that ¢ = 1,2, then the factorial
effects model corresponding to the hidden additivity structure is given by

Vi = #H T+ g+ (T)ig + Bjg) + g ?

where i is the overall mean, 7; and v are the main effects of factor C and the grouping variable, () ig
represents factor C x group interaction, and ;(,) is the effect of factor R, nested within group. The
ACMIF test is based on the largest F-ratio corresponding to Hp : (77);; = 0 among all assignments of
R factor levels into two non-empty groups.

Characterizing hidden additivity

Objects in the HiddenF class can be used to characterize hidden additivity further with application
of the generic plot(), print(), summary(), and anova() functions. The following code produces an
enhanced interaction plot to help visualize hidden additivity (Figure 3):

> cjejuni.out <-HiddenF(cjejuni.mtx)
> plot(cjejuni.out, main="Hidden Additivity of time effects across plants”,
+ rfactor="plant”, cfactor="year", colorvec=c("blue”, "red"), lwd=3, legendx=TRUE)

The enhanced interaction plot in Figure 3 displays levels of factor C (year) on the horizontal axis,
levels of factor R (plant) using lines that are visually distinguished by line type, and the outcome
values on the vertical axis. Color is used to display which levels of factor R are assigned to which
groups based on the maximal interaction F statistic among all possible configurations and (2). Note
that the grouping colors appear whether or not the ACMIF p-value (test for C x group) to detect
hidden additivity is significant. The default colors are black and red for the two groups, but they can
be customized by supplying an argument called colorvec which is a vector of length two giving color
names. Another optional argument, legendx, may be set to TRUE in order to provide a legend whose
location will be determined according to where on the plot the user clicks.

Because of the ellipsis(...), arguments such as main (for a title) or 1wd (for specifying line widths)
can be passed to matplot or legend. The arguments 1ty, type, ylab, and xlab are utilized by the
plot.HiddenF () function to produce the enhanced interaction plot and therefore are not available for
customization by the user.

The print() function returns results from the ACMIF test.

> print(cjejuni.out)

The ACMIF test for the hidden additivity form of interaction
F=8.965 p-value =0.03309 df=4,8

(Bonferroni-adjusted for all 7 possible configurations)

This output can also be obtained by typing the name of an object of class HiddenF into the console. The
p-value above has been adjusted for multiplicity using the Bonferroni multiplier of 241 — 1 = 7. Addi-
tionally, the method argument in the print.HiddenF () function supports all of the methods supported
by the hiddenf package discussed later. To see which of these seven possible configurations of rows
in two non-empty groups leads to the greatest additivity within groups, use the generic summary ()
function, which returns information useful for analysis based on (2):
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Hidden additivity — time effects across plants

0.5

0.4

0.2

0.1

year

Figure 3: Hidden additivity plot for the cjejuni.mtx data. Lines are color-coded to correspond to
the configuration that achieves the maximal C x group interaction F statistic. Individual rows are
distinguished by line type to allow the user to easily identify specific contributions of rows to hidden
additivity .

> summary(cjejuni.out)
Number of configurations: 7
Minimum adjusted pvalue: ©.03308869

Rows in group 1: 1 3
Rows in group 2: 2 4

Column means for grp 1: 0.
Column means for grp 2: 0.

The output above includes the number of configurations under consideration, the smallest Bonferroni
adjusted p-value among these, the identity of the rows that fall into each group and the means across
levels of C for both groups. Each of these items is returned in a list (not shown). To produce an
ANOVA table:

> anova(cjejuni.out)
The ACMIF test for the hidden additivity form of interaction
Analysis of Variance Table

Response: y
Df Sum Sqg Mean Sq F value Pr(>F)
group 1 0.00000 0.000005 ©.0009 0.977350
col 4 9.18753 0.046882 8.0450 0.006606
row 2 0.03673 0.018365 3.1514 0.097874
group:col 4 0.20897 0.052243 8.9648 0.004727
Residuals 8 0.04662 0.005828
C.Total 19 0.47986
(Pvalues in ANOVA table are NOT corrected for multiplicity.)

For these data, the interaction between time (col) and plant group (group) accounts for more variability
(43%) than any other term in the hidden additivity model. This partial coefficient of determination is
computed by dividing the group x column sums of squares by the total sum of squares displayed
above. The anova() function can also accommodate other tests for non-additivity by specifying the
method argument as "KKSA", "Mandel" or "Tukey" (see Other Tests for Non-additivity section).
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Levels of factor C can be grouped instead by transposing the input data matrix before applying the
HiddenF () function. The output below suggests no statistical evidence for hidden additivity in the
levels of factor C.

> cjejuni.trans.mtx<-t(cjejuni.mtx)

> cjejuni.trans.out<-HiddenF(cjejuni.trans.mtx)

> print(cjejuni.trans.out)

The ACMIF test for the hidden additivity form of interaction
F=3.63 p-value =0.8671 df=3,9

(Bonferroni-adjusted for all 15 possible configurations)

Note that support for more than 20 rows is not yet included due to the exponential increase in
computational demand as the number of grouped levels increases. Factors with more levels than this
will be accommodated in future versions of the software.

Centering

The center option in the plot command allows the user to graph the hidden additivity plot with data
centered at the row means to better see the concordance of rows with regard to column effects. This is
a way of de-noising the plot. Figure 4 demonstrates this feature using data from Graybill (1954). These
data will be further analyzed later. Inspection of the right panel of Figure 4 suggests that the third
genotype appears to give inferior yields for rows in the red group (relative to the performance of other
genotypes in these blocks), but does better for rows colored black. To produce this plot:

data(Graybill.mtx)

Graybill.out <- HiddenF(Graybill.mtx)

par (mfrow=c(1,2))

plot(Graybill.out)

plot(Graybill.out, center=TRUE, main="Hidden Additivity plot\ncenter=TRUE")

V V V V V

Hidden Additivity plot

Hidden Additivity Plot center=TRUE

50

40

20

10

Columns Factor Columns Factor

Figure 4: Hidden additivity plots for the wheat yield data (Graybill, 1954). The left and right panels
exhibit the uncentered and centered graphical options, respectively.

Other tests for non-additivity

The ACMIF approach Franck et al. (2013) to detect hidden additivity has been described above. The
subsections below include code examples and briefly review the other four supported approaches to
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detect non-additivity in unreplicated studies.

One degree of freedom approach

The one degree of freedom test (Tukey, 1949) is the earliest and most widely-known approach. The
following model for non-additivity corresponds to Tukey’s procedure:

Yij = p+ T+ B+ v +ei. ®)

A hypothesis test for this approach is based on the null hypothesis Hy : v = 0. Under the null, (3)
reduces to (1). The one degree of freedom test arises by fitting the squared fitted values from the addi-
tive model as a model term, then assessing the partial F-test for statistical significance corresponding
to this term.

The TukeyPvalue() function accepts an object of class HiddenF and returns a list that contains the
p-value for the one degree of freedom test and an Im object that contains the model that includes
the squared predictions from (1) as described above. The method argument in the anova.HiddenF ()
function can be used to produce an ANOVA table for this test. Since the p-value is large, the output
below does not provide statistical evidence for non-additivity of the form suggested in (3).

> TukeyPvalue(cjejuni.out)
$pvalue
[1] 0.7077391

$singledf.out

Call:
Im(formula = y ~ rows + cols + psq, data = hfobj$tall)

Coefficients:
(Intercept) rows?2 rows3 rows4 cols? cols3
0.095454 0.029036 0.030905 0.005445 -0.026989 0.043692
cols4 cols5 psq
0.044568 ©0.006369 1.569601

Rows-linear approach
An extension of the one degree of freedom test is based on the following model (Mandel, 1961):

Vij=u+1+ B +0ip; +eij, 4

where ¢;; are i.i.d. N(0, 0?). The test for rows-linear non-additivity is based on the null hypothesis
Hp:0; =0fori=1,...,t. Under this null, (4) reduces to (1).

By setting y; = p + 7; and 6; = (¢; — 1), the response variable y;; in (4) can be represented as an inter-
cept y; and slope ¢; that depend on effect ;. Letting i and j index "rows" and "columns" respectively
leads to the phrase "rows-linear" model, which was established later (see Alin and Kurt, 2006).

The ANOVA table sum of squares associated with the 8; term is
%ij(7;—9.) 2 2
SSrowtin = ) (S 2 — VLT —7.)" ®)
rowlin ZZ: Z] (y] o y)z ; y] y
The residual sum of squares has the following form:
Yivii(7;—7.) ’
SSres = ij = i) — =z 0 — 7)1~ (6)
res ;;[ Yij — Vi Zj(}/.j 2 (y] 7.)]
The test statistic is:

o Ssmwlin/(a - 1)
Frowlzn - SSms/(a—l)(b—Z)' (7)
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The statistic F,y,i, has an F distribution with (2 — 1) numerator and (a4 — 1)(b — 2) denominator
degrees of freedom under the null hypothesis. Construction of a columns-linear test is accomplished
by defining a HiddenF object on the transposed data matrix and calling the MandelPvalue() in a similar
fashion.

The MandelPvalue() function accepts an object of class HiddenF and returns a list that includes a
p-value, sums of squares, F ratio, and degrees of freedom for the rows-linear test. The output below
fails to detect interaction using Mandel’s rows-linear test:

> MandelPvalue(cjejuni.out)
$pvalue
[1] 0.9458807

$SumSq
SSRow SSCol SSMandel SSE SSTot
0.036735000 0.187530000 0.009849526 0.245740474 0.479855000

$Fratio
[1] 0.120243

$df
[1139

Error mean square subtable comparison approach

The error mean square (MSE) subtable comparison approach (Kharrati-Kopaei and Sadooghi-Alvandi,
2007) forms an F statistic that is the ratio of residual sums of squares that arise from rows being placed
into two groups, with each group containing at least two rows,

_ (n=1)SSpy
FKKSA - (7’1 _ 1)SSE2 (8)

Under the assumptions of additivity and homogeneous variance, Fxgsa has an F distribution with
(r1 —1)(c — 1) numerator and (r, — 1)(c — 1) denominator degrees of freedom under the null hypoth-
esis, no matter which rows are placed into which group. This approach suggests non-additivity when
error mean square values within the subtables are discrepant.

As with the ACMIF procedure, grouping is subjective and is accomplished by choosing one of the two
factors upon which to form the groups, and then placing that factor’s levels into two groups. Different
groupings result in different p-values. Groups are typically chosen based on a priori knowledge, in-
spection of an interaction plot, or by screening several candidate groupings and applying multiplicity
adjustment to the resulting p-values. The hiddenf package adopts the authors’ (Kharrati-Kopaei and
Sadooghi-Alvandi, 2007) suggestion of assessing the 27~! — r — 1 possible groupings for factor R and
Bonferroni adjusting the resulting p-values to achieve an « level test.

The KKSAPvalue() function accepts an object of class HiddenF and returns a list that contains the
maximal F statistic among configurations, a Bonferroni adjusted p-value, a length r vector that in-
dicates the groupings of levels of factor R that correspond to the calculated p-value, and numerator
and denominator degrees of freedom for the test statistic. Data may be transposed in order to form
subtables according to factor C. At significance level « = .05 the output below does not reject the null
hypothesis of additivity according to the MSE subtable comparison approach when grouping levels of
factor R.

> t(KKSAPvalue(cjejuni.out))
fmax pvalue grp.vector  NumDf DenomDf
[1,1 1.748821 1 Numeric,4 4 4

Residual clustering approach
A recent approach (Malik et al., 2014) considers non-additivity elicited due to cell values which are

remote relative to the additive model. Not all cells are assumed to contribute to the interaction pat-
tern. The method detects non-additivity by exploiting the large residuals that arise under this structure.
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Execution of the residual clustering method proceeds as follows. First, residuals from (1) #;;1) =
Yij — Jij1) are placed into 3 groups using k-means clustering (MacQueen, 1967) in one dimension.
Then, a two degrees of freedom cluster effect is incorporated into the additive model:

Yij = P+ T+ Bj + i) T € )
where Ky(ij) Tepresents the effect of the kth cluster, k = 1,2,3. The subscript k(ij) indicates that the
ijth residual is assigned to exactly one of the k clusters fori = 1,...,cand j = 1,...,r. Since the
cluster term is suggested by the data, the partial F test corresponding to the cluster term does not
exhibit a central F distribution under the null. Rather, the null distribution for this statistic may be
approximated via Monte Carlo simulation for the purpose of conducting statistical inference. Critical
thresholds for a variety of ¢ and r are available (Malik et al., 2014). The hiddenf package computes p-
values and critical thresholds for user-supplied c and r using the functions MalikPvalue and MalikTab,
respectively. By default N = 500 Monte Carlo replicates are used to approximate the p-value, which
guarantees the standard error of the p-value SE(p — value) < 0.023.

The MalikPvalue function accepts an object of class HiddenF and returns a Monte Carlo p-value,
observed test statistic, and Monte Carlo sample size used in the computation. The k-means approach
uses the method of Hartigan and Wong (1979) with 100 starting values per Monte Carlo iteration. The
output below suggests that the C. jejuni data do not exhibit non-additivity of the form suggested by
this method. This approach is invariant to data transposition.

> t(MalikPvalue(cjejuni.out, N=10000))

(Pvalue from Malik's test estimated with N=10000 Monte Carlo datasets)
pvalue Tc N

[1,] 0.8498 40.97983 10000

The MalikTab function accepts as input a user-specified r and ¢, and returns a Monte Carlo estimate
of the 90%, 95%, and 99% for the null distribution of the test statistic. A variety of such thresholds
are provided in Malik et al. (2014). The default number of Monte Carlo replicates is N = 1,000. An
example is given below.

> Mtab.24.6<-MalikTab(r=24, c=6, N=10000)
> 1s(Mtab.24.6)
[1]1 "qg" "Tcsim”
> Mtab.24.6\%q
r C 99% 95% 90%
24.0000 6.0000 445.5725 404.3399 384.0591

The additivityPvalues function

The additivityPvalues function accepts an object of class HiddenF and returns p-values for each of
the supported methods.

> t(additivityPvalues(cjejuni.out))

(Pvalue from Malik's test estimated with N=500 Monte Carlo datasets)
Malik.pvalue Mandel.pvalue Tukey.pvalue KKSA.pvalue ACMIF.pvalue

[1,1] 0.834 0.9459 0.7077 1 0.0331

Data examples

Table 1 summarizes an investigation of 17 data sets using the methods supported by hiddenf. These
examples are taken from bioinformatic, agricultural, industrial, and medical settings, and are all
publicly available. To our knowledge, this is the largest collection and description of data that has
been used to study non-additivity in the literature to date. Table 1 includes columns for references,
labels, and p-values. Note that ACMIF c, columns-linear, and KKSA c are obtained by submitting the
transposed data matrix to HiddenF (). A brief description of each data set follows.

The "Liming" data arises from an experiment that explores the utility of seven types of blast furnace
slags as liming material in agriculture on three types of soil (Carter et al.,, 1951). The data were
analyzed in the context of non-additivity in Johnson and Graybill (1972) and Kharrati-Kopaei and
Sadooghi-Alvandi (2007). The outcome variable is yields of corn in bushels per acre.
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The "Penicillin" data set (Davies and Goldsmith, 1972) assesses variability between six samples of
penicillin on 24 plates. The outcome variable is the diameter of the zone of inhibition. The data were
analyzed for non-additivity in Malik et al. (2014).

The "Osmotic" data set (Kharrati-Kopaei and Sadooghi-Alvandi, 2007) explores five varieties of saf-
flower grown in solutions with six osmotic potentials. Safflowers are an important crop due to their
oil which can be used for cooking and their flowers which can be used as a substitute for saffron. The
outcome variable is average root weight.

The "Fertilizer" example originally appeared in Ostle (1963) and was re-analyzed to detect non-
additivity in Kharrati-Kopaei and Sadooghi-Alvandi (2007). This example explores the ratio of dry to
wet wheat in four blocks for four fertilizers.

The "Bottles" example was originally analyzed in Ott and Snee (1973) and also explored in Boik
(1993b) and Kharrati-Kopaei and Sadooghi-Alvandi (2007). The study assesses the performance of a
six-headed machine on five occasions.

The "Grain Yields" data measures the yield of a grain crop in bushels per acre for five levels of fer-
tilizer on five blocks. The data come from Ostle (1963) and are re-analyzed in Kharrati-Kopaei and
Sadooghi-Alvandi (2007).

The "Absorbance" data (Mandel, 1991) measures absorbancy of wood pulp of nine polysachharide
concentrations from seven different laboratories. The data are also analyzed in Alin and Kurt (2006).

The "Permeability” example examines permeability of three sheets of building material on nine differ-
ent days. The data appear in Hald (1952) and Giesbrecht and Gumpertz (2004).

The "Wool" data (Lentner and Bishop, 1993) examines four cleaning processes for wool from five
different batches. The outcome is losses in weight in mg of the sample after cleaning.

The "Red Blood Cells" data measures the number of red blood cells counted by five doctors in ten
counting chambers. The data appear in Biggs and Macmillan (1948) and were also analyzed in Boik
(1993a).

The "Tukey" data set is an illustrative example that includes three rows and four columns from Tukey
(1949).

The "Ethyl Alcohol" data (Osborne et al., 1913) measures the density of aqueous solutions of ethyl
alcohol at six concentrations and seven temperatures. These data were also analyzed in Mandel (1971).

The "Insecticide" data (Ott and Longnecker, 2001) comes from a complete block design that measures
the impact of four plots and three insecticides on the number of string bean seedlings that emerge.

The "Rubber" data (Mandel, 1961) contains data on stress measurements in Kg/cm? on seven types of
natural rubber vulcanizates from 11 laboratories.

The "C. jejuni" data measures the fraction of bacteria found on disease-resistant turkeys (Qiu, 2013).
These data were collected over a five year period across four turkey plants in North Carolina. These
data are displayed in Figures 1 and 3.

The "Wheat" data (Graybill, 1954) measures wheat yields in bushels per acre in four varieties in 13
locations. These data are plotted in Figure 4.

The eight Copy number variation data sets "CNV1-CNV8" compare discrepancies in the copy number
signal between normal and tumor tissue samples from a comparative genomic hybridization array.
Each data set corresponds to a separate location in the genome that is tested with the assay. Six dogs
each had two tissue samples (one normal and one tumor) upon which the assay was conducted. The
eight specific sets were selected from 5899 sets that were analyzed in a previous study and because they
showed evidence of hidden additivity (Franck et al., 2013). The hidden additivity exhibited in these
copy number responses might suggest the existence of multiple tumor sub-types for lymphoma in
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dogs. The full data for this example may be accessed here: http://www.sciencedirect.com/science/
article/pii/S@167947313001618.

The results of non-additivity tests using methods supported by the hiddenf package are reported in
Table 1. The data come from 17 sources, and there are 24 total sets with the copy number variation
contributing eight individual sets. This collection is not intended as a representative sample of the
larger class of all unreplicated two-factor data, since many sets were included due to their apparent
non-additivity. This exercise is intended to show the breadth of applications for which the study of
non-additivity is important. To facilitate discussion, the standard p-value less than & = 0.05 criterion
is used to declare statistical significance without further multiplicity correction, although the reader
is invited to interpret the raw p-values however they like. The ACMIF test for hidden additivity
was significant for 16 of 24 sets when grouping levels of factor R. The test was significant for eight
of 16 sets when grouping levels of factor C. The Tukey test was significant for eight of 24 sets. The
rows-linear and columns-linear tests showed significant non-additivity for seven and six sets (out
of 16 possible), respectively. The KKSA test grouping levels of R and C revealed non-additivity for
13 of 22 and five of 13 sets, respectively. The Malik approach yielded significant non-additivity for
nine of 24 sets. Since all tests assume different restrictions on the form of interaction, no single test is
optimal for every conceivable pattern. Hence, differential performance among methods is expected
for different types of data. Each test excels at detecting different patterns of non-additivity.

Summary

This paper describes the main functionality of the hiddenf package. hiddenf provides descriptive and
inferential tools to visualize and characterize hidden additivity. Further, hiddenf includes the ability to
compute p-values for five tests for non-additivity. The package is illustrated using seventeen data sets
spanning studies in industrial applications, agriculture, and the medical sciences. Non-additivity is
evident in many of these data sets, motivating the importance of statistical interaction in unreplicated
studies across a variety of scientific domains. The hiddenf package contributes to existing software
resources specifically by making three recent tests for non-additivity available in an open-source
repository for the first time (in addition to two historical methods) and by providing visualization and
descriptive tools to further explore hidden additivity.
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Citation Label r C ACMIFr ACMIFc Tukey row-linear col-linear KKSAr KKSAc Malik

Carter et al. (1951) Liming 7 3 0.1993 0.0110 0.9106 0.9045 0.8604 0.0068 i 0.2471
Davies and Goldsmith (1972) Penicillin 6 24 0.0387 o 0.5382 0.9374 o 1.000 S 0.2231
Kharrati-Kopaei and Sadooghi-Alvandi (2007) Osmotic Bars 6 5 0.2075 0.0388 0.4450 0.5300 0.1848 0.1859 0.4155 0.7453
Ostle (1963) Fertilizer 4 4 0.0107 0.0043 0.0012 0.0146 0.0077 0.0339 0.0493 0.4373

Ott and Snee (1973) Bottles 6 5 0.0001 0.0031 0.0003 0.0025 0.0006 0.0178 0.4925 0.8839
Ostle (1963) Grain yields 5 5 0.6556 0.1485 0.1139 0.0103 0.4425 0.0528 1.0000 0.0403
Mandel (1991) Absorbance 7 9 0.0001 <.0001 <.0001 <.0001 <.0001 <.0001 <.0001 0.9972

Hald (1952) Permeability 9 3 0.4066 0.2629 0.7844 0.7761 0.9544 0.3908 t 0.8674
Lentner and Bishop (1993) Wool 4 5 0.2355 0.4087 0.0359 0.0519 0.0410 0.7155 0.1998 0.4182
Biggs and Macmillan (1948) Redblood cells 5 10 0.3291 0.0825 0.2322 0.6790 0.4903 0.0668 1.0000 0.8702
Tukey (1949) Tukey 3 4 0.2213 0.5773 0.8566 0.8743 0.9298 b 0.5806 0.4769
Osborne et al. (1913) Ethyl Alcohol 6 7 <.0001 <.0001 <.0001 <.0001 <.0001 0.0002 0.0469 0.9954
Ott and Longnecker (2001) Insecticide 3 4 0.4038 0.5569 0.6875 0.3846 0.8125 b 0.3000 0.7603
Mandel (1961) Rubber 11 7 <.0001 <.0001 0.3465 <.0001 0.5403 0.0021 0.0058 0.9787

Qiu (2013) C. jejuni 4 5 0.0331 0.8671 0.7077 0.9459 0.8842 1.0000 0.2862 0.8443
Graybill (1954) Wheat 13 4 <.0001 0.0070 <.0001 0.0003 <.0001 0.0320 0.0143 0.1335
Franck et al. (2013) CNV1 6 2 0.0007 b 0.0138 b i 0.0310 i 0.0009
CNV2 6 2 0.0005 i 0.0659 i i 0.0010 i 0.0164

CNV3 6 2 <.0001 b 0.4674 b i 0.0017 i 0.0018

CNV4 6 2 0.0005 i 0.1659 i i 0.1249 t 0.0182

CNV5 6 2 0.0005 1 0.2388 1 1 0.0259 i 0.0173

CNV6 6 2 0.0007 i 0.6187 t i 0.2799 t 0.0224

CNV7 6 2 0.0006 i 0.0277 i i 0.0939 t 0.0193

CNV8 6 2 0.0007 1 0.1391 b i 0.0340 i 0.0216

Table 1: P-values for various tests of non-additivity supported by hiddenf. §: r and/or c insufficient for analysis. ¢: grouping on ¢ > 20 for Penicillin not currently available in
hiddenf. The Malik p-values employ N=100,000 Monte Carlo replicates.
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Heteroscedastic Censored and Truncated

Regression with crch
by Jakob W. Messner, Georg . Mayr, and Achim Zeileis

Abstract The crch package provides functions for maximum likelihood estimation of censored
or truncated regression models with conditional heteroscedasticity along with suitable standard
methods to summarize the fitted models and compute predictions, residuals, etc. The supported
distributions include left- or right-censored or truncated Gaussian, logistic, or student-t distributions
with potentially different sets of regressors for modeling the conditional location and scale. The models
and their R implementation are introduced and illustrated by numerical weather prediction tasks
using precipitation data for Innsbruck (Austria).

Introduction

Censored or truncated response variables occur in a variety of applications. Censored data arise if
exact values are only reported in a restricted range. Data may fall outside this range but are reported
at the range limits. In contrast, if data outside this range are omitted completely we call the dataset
truncated. E.g., consider wind measurements with an instrument that needs a certain minimum wind
speed to start working. If wind speeds below this minimum are recorded as < minimum the data are
censored. If only wind speeds exceeding this limit are reported and those below are omitted the data
are truncated. Even if the generating process is not as clear, censoring or truncation can be useful to
consider limited data such as precipitation observations.

The tobit (Tobin, 1958) and truncated regression (Cragg, 1971) models are common linear regression
models for censored and truncated conditionally normally distributed responses respectively. Beside
truncated data, truncated regression is also used in two-part models (Cragg, 1971) for censored type
data: a binary (e.g., probit) regression model fits the exceedance probability of the lower limit and a
truncated regression model fits the value given the lower limit is exceeded.

Usually linear models like the tobit or truncated regression models assume homoscedasticity which
means that the variance of an underlying normal distribution does not depend on covariates. However,
sometimes this assumption does not hold and models that can consider conditional heteroscedasticity
should be used. Such models have been proposed, e.g., for generalized linear models (Nelder and
Pregibon, 1987; Smyth, 1989), generalized additive models (Rigby and Stasinopoulos, 1996, 2005), or
beta regression (Cribari-Neto and Zeileis, 2010). There also exist several R packages with functions
implementing the above models, e.g., dglm (Dunn and Smyth, 2014), glmx (Zeileis et al., 2013), gamlss
(Rigby and Stasinopoulos, 2005), betareg (Griin et al., 2012) among others.

The crch package provides functions to fit censored and truncated regression models that consider
conditional heteroscedasticity. It has a convenient interface to estimate these models with maximum
likelihood and provides several methods for analysis and prediction. In addition to the typical
conditional Gaussian distribution assumptions it also allows for logistic and student-t distributions
with heavier tails.

In the following this paper presents the heteroscedastic censored and truncated regression models
and their R implementation. Furthermore these models and their implementation are illustrated with
numerical weather prediction data of precipitation in Innsbruck (Austria).

Regression models

For both, censored and truncated regression, a normalized latent response (y* — p) /0 is assumed to
follow a certain distribution D .
y —H
~ D 1
- @)

The location parameter y and a link function of the scale parameter ¢(0) are assumed to relate linearly

to covariates x = (1,x1,%,...) " and z = (1,2,25,...) :
n= x'p 0)
g(o) = z'y 3)
where B = (Bo, B1, B2, -- .)T and v = ('yo,'yl,'yz,...)T are coefficient vectors. The link function

¢() : RT — R is a strictly increasing and twice differentiable function; e.g., the logarithm (i.e.,
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g(0) =log(c)) is a well suited function. Although they only map to R™, the identity ¢(0) = ¢ or the
quadratic function ¢(c’) = ¢ can be useful as well. However, problems in the numerical optimization
can occur.

Commonly D is the standard normal distribution so that y* is assumed to be normally distributed
with mean p and variance ¢2. D might also be assumed to be a standard logistic or a student-t
distribution if heavier tails are required. The tail weight of the student-t distribution can be controlled
by the degrees of freedom v which can either be set to a certain value or estimated as an additional
parameter. To assure positive values, log(v) is modeled in the latter case.

log(v) =46 4)

Censored regression (tobit)

The exact values of censored responses are only known in an interval defined by left and right.
Observation outside this interval are mapped to the interval limits

left  y* <left
y=1y" left < y* < right )
right y* > right

The coefficients 8, v, and é (Equations 2—4) can be estimated by maximizing the sum over the data set
of the log-likelihood function log( feens (v, i, o)), where

F (M) y < left
Seens (]/, u, o) = f g) left <y < right (6)
(1—F(Vigh%)> y > right

F() and f() are the cumulative distribution function and the probability density function of D,

respectively. If D is the normal distribution this model is a heteroscedastic variant of the tobit model

(Tobin, 1958).

Truncated regression

Truncated responses occur when latent responses below or above some thresholds are omitted.
y=y*|left <y* < right )

Then y follows a truncated distribution with probability density function

£
frr(y, m,0) = - (”ghﬁ<) —F)(leﬂﬂ’) (8)

In that case the coefficients p, 7, and 6 can be estimated by maximizing the sum over the data set of
the log-likelihood function

log(fur(y, 1, o)) )

R implementation

The models from the previous section can both be fitted with the crch() function provided by the crch
package. This function takes a formula and data, sets up the likelihood function, gradients and Hessian
matrix and uses optim() to maximize the likelihood. It returns an S3 object for which various standard
methods are available. We tried to build an interface as similar to glm() as possible to facilitate the

usage.

crch(formula, data, subset, na.action, weights, offset, link.scale = "log",

dist = "gaussian”, df = NULL, left = -Inf, right = Inf, truncated = FALSE,
control = crch.control(...), model = TRUE, x = FALSE, y = FALSE, ...)

Here formula, data, na.action, weights, and offset have their standard model frame meanings (e.g.,
Chambers and Hastie, 1992). However, as provided in the Formula package (Zeileis and Croissant,
2010) formula can have two parts separated by “|” where the first part defines the location model
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Function Description
print() Print function call and estimated coefficients.
summary () Standard regression output (coefficient estimates, standard errors,

partial Wald tests). Returns an object of class "summary.crch” con-
taining summary statistics which has a print() method.

coef () Extract model coefficients where model specifies whether a single
vector containing all coefficients ("full”) or the coefficients for the
location ("location"”), scale ("scale") or degrees of freedom ("df")
are returned.

veov() Variance-covariance matrix of the estimated coefficients.

predict() Predictions for new data where "type” controls whether lo-
cation ("response”/"location”), scale ("scale”) or quantiles
("quantile”) are predicted. Quantile probabilities are specified
by at.

fitted() Fitted values for observed data where "type"” controls whether
location ("location”) or scale ("scale”) values are returned.

residuals() Extract various types of residuals where type can be

n on

"standardized"” (default), "pearson”, "response”, or "quantile”.

terms() Extract terms of model components.
loglLik() Extract fitted log-likelihood.

Table 1: Functions and methods for objects of class "crch”.

and the second part the scale model. E.g., withy ~ x1 + x2 | z1 + z2 the location model is
specified by y ~ x1 + x2 and the scale model by ~ z1 + z2. Known offsets can be specified
for the location model by offset or for both, the location and scale model, inside formula, i.e.,
y ~ x1 + x2 + offset(x3) | z1 + z2 + offset(z3).

The link function g(-) for the scale model can be specified by link.scale. The defaultis "log",
also supported are "identity” and "quadratic”. Furthermore, an arbitrary link function can be
specified by supplying an object of class "1ink-glm" containing linkfun, linkinv, mu.eta, and name.
Furthermore it must contain the second derivative dmu. deta if analytical Hessians are employed.

dist specifies the used distribution. Currently supported are "gaussian” (the default), "logistic”,
and "student”. If dist = "student” the degrees of freedom can be set by the df argument. If set to
NULL (the default) the degrees of freedom are estimated by maximum likelihood (Equation 4).

left and right define the lower and upper censoring or truncation points respectively. The logical
argument truncated defines whether a censored or truncated model is estimated. Note that also a
wrapper function trch() exists that is equivalent to crch() but with default truncated = TRUE.

The maximum likelihood estimation is carried out with the R function optim() using control
options specified in crch.control(). By default the "BFGS” method is applied. If no starting values
are supplied, coefficients from 1m() are used as starting values for the location part. For the scale
model the intercept is initialized with the link function of the residual standard deviation from 1m()
and the remaining scale coefficients are initialized with 0. If the degrees of freedom of a student-t
distribution are estimated they are initialized by 10. For the student-t distribution with estimated
degrees of freedom the covariance matrix estimate is derived from the numerical Hessian returned by
optim(). For fixed degrees of freedom and Gaussian and logistic distributions the covariance matrix is
derived analytically. However, by setting hessian = TRUE the numerical Hessian can be employed for
those models as well.

Finally model, y, and x specify whether the model frame, response, or model matrix are returned.

The returned model fit of class "crch” is a list similar to "glm"” objects. Some components like
coefficients are lists with elements for location, scale, and degrees of freedom. The package also
provides a set of extractor methods for "crch” objects that are listed in Table 1.

Additional to the crch() function and corresponding methods the crch package also provides
probability density, cumulative distribution, random number, and quantile functions for censored
and truncated normal, logistic, and student-t distributions. Furthermore it also provides a function
hx1r() (heteroscedastic extended logistic regression) to fit heteroscedastic interval-censored regression
models (Messner et al., 2014c).

Note that alternatives to crch() heteroscedastic censored and truncated models could also be
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fitted by the R package gamlss (Rigby and Stasinopoulos, 2005) with the add-on packages gamlss.cens
and gamlss.tr. However, for the special case of linear censored truncated regression models with the
Gaussian, logistic, or student-t distribution crch provides a fast and convenient interface and various
useful methods for analysis and prediction.

Example

This section shows a weather forecast example application of censored and truncated regression models
fitted with crch(). Weather forecasts are usually based on numerical weather prediction (NWP) models
that take the current state of the atmosphere and compute future weather by numerically simulating
the most important atmospheric processes. However, because of uncertain initial conditions and
unknown or unresolved processes these numerical predictions are always subject to errors. To estimate
these errors, many weather centers provide so called ensemble forecasts: several NWP runs that use
different initial conditions and model formulations. Unfortunately these ensemble forecasts cannot
consider all error sources so they are often still biased and uncalibrated. Thus they are often calibrated
and corrected for systematic errors by statistical post-processing.

One popular post-processing method is heteroscedastic linear regression where the ensemble
mean is used as regressor for the location and the ensemble standard deviation or variance is used
as regressor for the scale (e.g., Gneiting et al., 2005). Because not all meteorological variables can be
assumed to be normally distributed this idea has also been extended to other distributions including
truncated regression for wind (Thorarinsdottir and Gneiting, 2010) and censored regression for wind
power (Messner et al., 2014b) or precipitation (Messner et al., 2014a).

The following example applies heteroscedastic censored regression with a logistic distribution
assumption to precipitation data in Innsbruck (Austria). Furthermore, a two-part model tests whether
the occurrence of precipitation and the precipitation amount are driven by the same process.

First, the crch package is loaded together with an included precipitation data set with forecasts
and observations for Innsbruck (Austria)

R> library("crch")
R> data(”RainIbk"”, package = "crch")

The data. frame RainIbk contains observed 3 day-accumulated precipitation amounts (rain) and the
corresponding 11 member ensemble forecasts of total accumulated precipitation amount between 5
and 8 days in advance (rainfc.1, rainfc.2, ... rainfc.11). The rownames are the end date of the 3
days over which the precipitation amounts are accumulated respectively; i.e., the respective forecasts
are issued 8 days before these dates.

In previous studies it has been shown that it is of advantage to model the square root of precipita-
tion rather than precipitation itself. Thus all precipitation amounts are square rooted before ensemble
mean and standard deviation are derived. Furthermore, events with no variation in the ensemble are
omitted:

R> RainIbk <- sqrt(RainIbk)

R> RainIbk$ensmean <- apply(RainIbk[,grep('“rainfc',names(RainIbk))1, 1, mean)
R> RainlIbk$enssd <- apply(RainIbk[,grep('*rainfc',names(RainIbk))], 1, sd)

R> RainIbk <- subset(RainIbk, enssd > 0)

A scatterplot of rain against ensmean

R> plot(rain ~ ensmean, data = RainlIbk, pch = 19, col = gray(@, alpha = 0.2))
R> abline(@,1, col = "red")

indicates a linear relationship that differs from a 1-to-1 relationship (Figure 1). Precipitation is clearly
non-negative with many zero observations. Thus censored regression or a two-part model are suitable
to estimate this relationship.

First we fit a logistic censored model for rain with ensmean as regressor for the location and
log(enssd) as regressor for the scale.

R> CRCH <- crch(rain ~ ensmean | log(enssd), data = RainIbk, left = 0,
+ dist = "logistic")
R> summary (CRCH)

Call:
crch(formula = rain ~ ensmean | log(enssd), data = RainIbk,
dist = "logistic”", left = @)
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10
1

rain

ensmean

Figure 1: Square rooted precipitation amount against ensemble mean forecasts. A line with intercept 0
and slope 1 is shown in red and the censored regression fit in blue.

Standardized residuals:
Min 1Q Median 3Q Max
-3.5780 -0.6554 0.1673 1.1189 7.4990

Coefficients (location model):

Estimate Std. Error z value Pr(>|z]|)
(Intercept) -0.85266 0.06903 -12.35 <2e-16 *xx*
ensmean 0.78686 0.01921 40.97 <2e-16 **xx%

Coefficients (scale model with log link):

Estimate Std. Error z value Pr(>|z]|)
(Intercept) 0.11744 0.071460 8.046 8.58e-16 **x
log(enssd)  0.27055 0.03503  7.723 1.14e-14 *x*x

Signif. codes: @ 'xx*x' ©0.001 'x*' 0.01 'x' ©0.05 '.' 0.1 ' ' 1

Distribution: logistic
Log-likelihood: -8921 on 4 Df
Number of iterations in BFGS optimization: 15

Both, ensmean and log(enssd) are highly significant according to the Wald test performed by the
summary () method. The location model is also shown in Figure 1:

R> abline(coef (CRCH)[1:2], col = "blue")
If we compare this model to a constant scale model (tobit model with logistic distribution)

R> CR <- crch(rain ~ ensmean, data = RainIbk, left = @, dist = "logistic")
R> cbind(AIC(CR, CRCH), BIC = BIC(CR, CRCH)[,21)

df AIC BIC
CR 3 17905.69 17925.22
CRCH 4 17850.30 17876.33

we see that the scale model clearly improves the fit regarding AIC and BIC.
A comparison of the logistic model with a Gaussian and a student-t model

R> CRCHgau <- crch(rain ~ ensmean | log(enssd), data = Rainlbk, left = 0,
+ dist = "gaussian")

R> CRCHstud <- crch(rain ~ ensmean | log(enssd), data = RainIbk, left = 0,
+ dist = "student")

R> AIC(CRCH, CRCHgau, CRCHstud)
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Figure 2: Probability density functions of a student-t distribution with 9.56 degrees of freedom, a
logistic, and a normal distribution. The densities of the logistic and normal distribution are scaled to
facilitate comparison.

df AIC
CRCH 4 17850.30
CRCHgau 4 17897.23
CRCHstud 5 17850.65

confirms the logistic distribution assumption. Note, that with the estimated degrees of freedom of 9.56
the student-t distribution resembles the (scaled) logistic distribution quite well (see Figure 2).

In the censored model the occurrence of precipitation and precipitation amount are assumed to be
driven by the same process. To test this assumption we compare the censored model with a two-part
model consisting of a heteroscedastic logit model and a truncated regression model with logistic
distribution assumption. For the heteroscedastic logit model we use hetglm() from the glmx package
and for the truncated model we employ the crch() function with the argument truncated = TRUE.

R> library("glmx")
R> BIN <- hetglm(I(rain > @) ~ ensmean | log(enssd), data = RainlIbk,

+ family = binomial(link = "logit"))
R> TRCH <- crch(rain~ensmean | log(enssd), data = RainIbk, subset = rain > 0,
+ left = 0, dist = "logistic"”, truncated = TRUE)

In the heteroscedastic logit model, the intercept of the scale model is not identified. Thus, the location
coefficients of the censored and truncated regression models have to be scaled to compare them with
the logit model.

R> cbind("CRCH" = c(coef(CRCH, "location")/exp(coef(CRCH, "scale"))[1],
+ coef (CRCH, "scale")[21),

+ "BIN" = coef(BIN),
+ "TRCH" = c(coef(TRCH, "location")/exp(coef(TRCH, "scale"))[1],
+ coef (TRCH, "scale")[21))
CRCH BIN TRCH
(Intercept) -0.7581811 -1.0181715 0.2635421
ensmean 0.6996699 ©.7789091 0.5455966

log(enssd) 0.2705476 ©.4539908 0.2326229

The different (scaled) coefficients indicate that different processes drive the occurrence of precipitation
and precipitation amount. This is also confirmed by AIC and BIC that are clearly better for the two-part
model than for the censored model:

R> loglik <- c("Censored” = logLik(CRCH), "Two-Part"” = logLik(BIN) + logLik(TRCH))
R> df <- c(4, 7)
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R> aic <- -2 x loglik + 2 * df
R> bic <- -2 * loglik + log(nrow(RainIbk)) * df
R> cbind(df, AIC = aic, BIC = bic)

df AIC BIC
Censored 4 17850.30 17876.33
Two-Part 7 17744.82 17790.39

Finally, we can use the fitted models to predict future precipitation. Therefore assume that the current
NWP forecast of square rooted precipitation has an ensemble mean of 1.8 and an ensemble standard
deviation of 0.9. A median precipitation forecast of the censored model can then easily be computed

with
R> newdata <- data.frame(ensmean = 1.8, enssd = 0.9)
R> predict(CRCH, newdata, type = "quantile”, at = 0.5)"2

1
0.3177399

Note, that the prediction has to be squared since all models fit the square root of precipitation. In the
two-part model the probability to stay below a threshold g is composed of

Py<q)=1-Ply>0)+Ply>0) Py <qly>0) (10)
Thus median precipitation equals the (P(y > 0) —0.5)/P(y > 0)-quantile of the truncated distribution.

R> p <- predict(BIN, newdata)
R> predict(TRCH, newdata, type = "quantile”, at = (p - 0.5)/p)*2

1.1
0.4156972

Probabilities to exceed, e.g., 5mm can be predicted with cumulative distribution functions (e.g.,
pclogis(), ptlogis()) that are also provided in the crch package.

R> mu <- predict(CRCH, newdata, type = "location”)
R> sigma <- predict(CRCH, newdata, type = "scale")
R> pclogis(sqrt(5), mu, sigma, lower.tail = FALSE, left = 0)

[1]1 0.177983

R> mu <- predict(TRCH, newdata, type = "location")
R> sigma <- predict(TRCH, newdata, type = "scale")
R> p * ptlogis(sqrt(5), mu, sigma, lower.tail = FALSE, left = 0)

1
0.2108671

Note, that pclogis() could also be replaced by plogis() since they are equivalent between left and
right.

Clearly, other types of model misspecification or model generalization (depending on the point of
view) for the classical tobit model are possible. In addition to heteroscedasticity, the type of response
distribution, and the presence of hurdle effects as explored in the application here, further aspects
might have to be addressed by the model. Especially in economics and the social sciences sample
selection effects might be present in the two-part model which can be addressed (in the homoscedastic
normal case) using the R packages sampleSelection (Toomet and Henningsen, 2008) or mhurdle
(Croissant et al., 2013). Furthermore, the scale link function or potential nonlinearities in the regression
functions could be assessed, e.g., using the gamlss suite of packages (Stasinopoulos and Rigby, 2007).

Summary

Censored and truncated response models are common in econometrics and other statistical applica-
tions. However, often the homoscedasticity assumption of these models is not fulfilled. This paper
presented the crch package that provides functions to fit censored or truncated regression models
with conditional heteroscedasticity. It supports Gaussian, logistic or student-t distributed censored
or truncated responses and provides various convenient methods for analysis and prediction. To
illustrate the package we showed that heteroscedastic censored and truncated regression models are
well suited to improve precipitation forecasts.
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Model Builder for Item Factor Analysis
with OpenMx

by Joshua N. Pritikin and Karen M. Schmidt

Abstract We introduce a shiny web application to facilitate the construction of Item Factor Analysis
(a.k.a. Item Response Theory) models using the OpenMXx package. The web application assists with
importing data, outcome recoding, and model specification. However, the app does not conduct any
analysis but, rather, generates an analysis script. Generated Rmarkdown output serves dual purposes:
to analyze a data set and demonstrate good programming practices. The app can be used as a teaching
tool or as a starting point for custom analysis scripts.

An overview of OpenMx

OpenMx, a modular package originally designed for structural equation modeling (Neale et al., in
press), recently gained the ability to handle Item Factor Analysis (a.k.a. Item Response Theory, Modern
Test Theory) models (Pritikin et al., 2015). Although a goal of OpenMXx is to cater to the statistical
power user and facilitate analyses that are difficult to conduct in other software, the development
team is always on the lookout for ways to ease the learning curve for novice users as well. Here
we introduce a new shiny (RStudio and Inc., 2014) web application to generate OpenMx code in
Rmarkdown format (Allaire et al., 2014). We believe this code generator substantially lowers the
barrier to entry for novice users of Item Factor Analysis (IFA) and encourages a culture of literate
programming (Knuth, 1984) and reproducible science (Peng, 2011; Nosek et al., 2015). The generated
code can be customized at many levels. This flexibility enables the production of custom analyses and
reports as users grow more sophisticated in their modeling expectations.

The statistical model

Item analysis is concerned with items that are scored correct/incorrect or on an ordinal scale. Many
psychological surveys use an ordinal scale. For example, participants may be asked to respond to an
item like, “I feel I am in charge of the situation in which I live.” on a 5-point Likert scale from agree to
disagree. Whether dichotomous or ordinal, the conditional likelihood of response x;; to item j from
person i with item parameters ¢; and latent ability (a.k.a. latent trait) 6; is

L(xi]¢,6;) = ] [ Pr(pick = x;;[Zj, 0;). 1)
j

One implication of Equation 1 is that items are assumed to be conditionally independent given the
latent ability 6;. That is, the outcome of one item does not have any influence on another item after
controlling for ¢ and 6;. The unconditional likelihood is obtained by integrating over the latent
distribution 6;,

Lxile) = [ Lixile, 6)L(6,) . @)

With an assumption that examinees are independently and identically distributed, we can sum the
individual log likelihoods,

L =) logL(xi[g)- 3

Optimization consists of finding the ¢ that maximizes this function. OpenMx presently offers only
one choice for optimization, an Expectation-Maximization algorithm using equal interval quadrature
to evaluate the integral in Equation 2 (Bock and Aitkin, 1981). In the future, we plan to add comple-
mentary algorithms such as Metropolis-Hastings Robbins-Monro, that is more efficient at optimizing
certain problems (Cai, 2010b).

Several models are readily available to plug in as the response probability function Pr(pick =
x;j|¢;, ;) in Equation 1. All of these response probability functions are built from the logistic function,

1

logistic(1) = logit™" (1) = 1 —y-

The R Journal Vol. 8/1, Aug. 2016 ISSN 2073-4859


http://CRAN.R-project.org/package=OpenMx
http://CRAN.R-project.org/package=shiny
http://CRAN.R-project.org/package=Rmarkdown

CONTRIBUTED RESEARCH ARTICLES 183

Details of the parameterizations are given here. A discussion of these item models more appealing to
intuition is given in the next section.
Dichotomous model

The dichotomous response probability function can model items when there are exactly two possible
outcomes. It is defined as,

Pr(pick =0|a,b,g,u,7) =1 — Pr(pick = 1|a,b,g,u, T) 4)

1
Treop(—@rro) O

Pr(pick = 1|a,b, g, u, T) = logit 1 (g) + (logit™* (1) — logit1(g))

where a is the slope, b is the intercept, g is the pseudo-guessing lower asymptote expressed in logit
units, u is the upper asymptote expressed in logit units, and 7 is the latent ability of the examinee
(Birnbaum, 1968; Loken and Rulison, 2010). A #PL naming shorthand has been developed to refer to
versions of the dichotomous model with different numbers of free parameters. Model nPL refers to
the model obtained by freeing the first n of parameters b, a, g, and u.

Graded response model

The graded response model is a response probability function for 2 or more outcomes (Samejima, 1969;
Cai, 2010b). For outcomes k in 0 to K, slope vector a, intercept vector b, and latent ability vector T, it is
defined as,

1

Pr(pick = Kla, b, 7) = 1+ exp(—(at +bk)) ©
1 1

P i k == k /b/ = o 7

r(pic 2,6, 7) 1+exp(—(at+bx)) 1+exp(—(at+byi1)) 7

Pr(pick = 0|a, b, T) = 1 — Pr(pick = 1|a, by, 7). ®

Nominal model

The nominal model is a response probability function for items with 3 or more outcomes (e.g., Thissen
et al., 2010). It can be defined as,

a= T 9)
c=Ty (10)
1
1+ exp(—(stag + cx))

Pr(pick = kls, ay, c, T) = C (11)
where a; and ¢ are the result of multiplying two vectors of free parameters a and 7y by fixed matrices
T, and T, respectively; a9 and cy are fixed to 0 for identification; s is the per-item slope; and C is a
normalizing constant to ensure that ) Pr(pick = k) = 1.

Item models

Modern test theory employs item models, TRUE- T o
Pr(pick = x;j|¢;, 0;) (from Equation 1). To better
appreciate how modern test theory works, it is
helpful to develop an intuitive understanding of
item models. The essential idea is the conversion FALSE- s rdary e
of ordinal (or dichotomous) data into continuous

data conditional on examinee skill. In Figure 1,

the black dots represent the dichotomous data. S0 is
Here we assume that examinee skill is known so

that we can plot the black dots at the appropriate  Figure 1: Dichotomous data converted into contin-

place on the x axis. The next step is to partition uous data conditional on examinee skill.
the x axis into equal interval bins. The propor-

tion of examinees who responded correctly is displayed in blue in the middle of each bin. These
blue numbers are our new continuous data, conditional on examinee skill. While we assumed that
examinee skill was known, this assumption is actually unnecessary. The optimization algorithm can

% correct
0
0
0
0
0
0
17
29
74
8
9

100
100

0.0
skill
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make a rough estimate of examinee skill, proceed to improve the model, and repeat this process until
change is less than some epsilon.

To further inform your intuition about item models, it can be helpful to place yourself in the
position of the optimization algorithm. Enter the following commands to launch the model explorer
tool and browse to the output web server address. It is possible to do this without RStudio, but
RStudio makes everything easier so we recommend using RStudio. Note that the port number (3726
printed below) may be different on your computer.

> library(ifaTools)
> itemModelExplorer()

Listening on http://127.0.0.1:3726

Your browser should show a screen similar
to Figure 2. Try experimenting with all the con-
trols. Early in the development of item models,
model parameters closely corresponded to the
psychological concepts of difficulty and discrim-
ination (Birnbaum, 1968). For example, difficult
items are only answered correctly by the bright-  *
est examinees while most examinees may cor-  sumeers
rectly answer easy items. Discrimination quanti- =
fies how much we learn from a given response. ™ ™ ™" '
Well-designed items discriminate examinee skill. =
The causes of poor item discrimination are many. ;..
An item may be hurt by awkward wording, °** ;
by asking examinees something that is some-
what off-topic, or by asking the same question
in slightly different ways.

Item model explorer

Item Model:

Some item model parameters still retain a ‘
close connection to difficulty and discrimination.

For example, the dichotomous model’s a param- Figure 2: Item model explorer with the dichoto-
eter corresponds with discrimination and the ~mous model selected. The upper plot exhibits the
negative b parameter divided by a corresponds model predicted chance of outcomes conditional
with difficulty (Equation 5). However, as item 0N the latent trait (theta). The lower plot exhibits
models have grown more flexible, the parameter ~the theoretical item information conditional on the
values and intuitive interpretation have become latent trait.

more distant. To understand item models in gen-

eral, it is helpful to plot category curves and information by the latent trait (Figure 2). Some examples
of latent traits which can be measured in this framework are mathematical skill, vocabulary, or sleep
quality.

The way to interpret these plots is to start by picking a value for the latent trait. Suppose we know
that examinee Alice has a latent ability of 2 logit units. If we trace across the plot where the x axis is 2
then we find that Alice has a 75% chance of getting the item correct (blue curve) and a 25% chance of
getting it incorrect (red curve). In addition, we find that this item will give us 0.05 units of information
about Alice (black curve). The difficulty of the item is where the correct and incorrect curves cross at
about 0.2 logits. The discrimination of the item is given by the information plot. This item provides
more information about examinees with latent skill between —1 and 2 than elsewhere on the skill
continuum.

Much can be gleaned about item models by inspection of these plots. However, it is worth
conveying a few additional details specific to particular item models. The dichotomous model’s g and
u asymptote parameters are in logit units. To transform these values back into probabilities use R’s
plogis function. The g parameter may represent the chance of an examinee guessing the item correctly.
This parameter is also often called the pseudo-guessing parameter due to the probability of a low
ability examinee getting an item correct at a non-zero asymptote. The u parameter, or upper asymptote
parameter, may represent the chance of an examinee committing a careless mistake, reflecting high
ability examinee behavior. In this case, the upper asymptote never reaches one (Loken and Rulison,
2010).

By default, the nominal model uses trend for the T.a and T.c matrices (Equation 10). This parame-
terization is also known as the Fourier basis. The effect is that the alf and gam parameters control the
lowest frequency variation to the highest frequency variation. To develop an intuition for how this
works, set all parameters to zero then set a, alf1 and gam2 to 1. Experiment with the gam parameters
before you experiment with the alf parameters. Refer to Thissen et al. (2010) for discussion of the
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OpenMx IFA Model Builder | Data Outcomes Model Settings  Analysis

. First 6 rows Item summary
Choose CSV File

No file chosen
F=TEN Data file

MNumber of rows:
¥ Header?
« Row names?
Separator
* Comma Unparsed content (first 6 lines):
Semicolon
Tab ) .
Parsed content (first 6 lines):
Whitespace

Only the first 6 rows are shown to give you an idea of whether the data loaded correctly.
Quote

None
* Double Quote
Single Quote

Load example data

KCT LSATE Science

Figure 3: Initial screen shown after start up.

possibilities of this item model. Custom T.a and T. c matrices are not available in the model explorer
app, but can be specified in R code.

The “Show/Edit parameters” checkbox has a special didactic purpose. Open two copies of the
item model explorer. On one copy, un-check the “Show/Edit parameters” checkbox to hide the
parameters and click the “Draw new parameters” button. On the second copy of the item model
explorer, adjust the item model parameters to try to match the plot produced on the first item model
explorer. You can check your answers by checking the “Show/Edit parameters” checkbox. When you
play this game, you are doing part of what the optimization algorithm does when it fits models to
data. Note that there is no need to practice this skill. The computer will do it for you.

The model builder

Enter the following commands to launch the model builder tool and browse to the output web server
address. As before, it is possible to do this without RStudio, but RStudio makes everything easier so
we recommend using RStudio. Note that the port number (3726 printed below) may be different on
your computer.

> library(ifaTools)
> modelBuilder()

Listening on http://127.0.0.1:3726

OpenMx IFA Model Builder = Data  Outcome: Model  Settings

Your browser should show a screen similar R Fistorows tem sumnary
to Figure 3. Take care not to hit the Reload but- ciemsel B oaa e
ton because that will reset the app. Learn how o thw
to save your work (detailed below) before you N
experiment with the Reload button. Across the Jemm
top are tabs that organize the major functions e TEFPETPpeRY
of the model builder app. On the left side is Qe baadaaaoaiac
a control panel for the currently selected tab e 111111111100
Data. Example data sets are available at the B
bottom of the control panel. You are welcome " memimeesee s mieneen

to experiment with these, but we will focus on
the process of loading an external data set. If
you prefer to follow along with a video then
browse to http://youtu.be/xHeb5_CWnCk for di-
chotomous data and http://youtu.be/iwtpleltteQ for polytomous data.

Figure 4: After loading the g341-19.csv data.
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Dichotomous data

Click on the “Choose File” button' and select g341-19.csv, a dichotomous data set that is available in
the ifaTools package (Pritikin, 2015a). The first 6 lines will appear in the “Unparsed content” section
(see Figure 4).” This makes it easy to see how the file is formatted. The “Parsed content” section
reports an error. By reading the error carefully, you will find mention that “duplicate ‘row.names’ are
not allowed.” Since “Row names?” is enabled in the control panel, the model builder app expects the
first column of data to be dedicated to row names. A row name is typically the examinee’s name or
numeric identifier. A glance at the unparsed content reveals that no row names have been given in
this data set.

Click the “Row names?” checkbox in the
control panel to disable row names. Immedi-  opemieanoersuier o o s
ately (without reloading the data), the error mes- croosecov e
sage in the “Parsed content” section will be e
replaced by some of the data organized into
a single column. The column name will read
X010111111100. A column name like that should

raise suspicion. Since the “Header?” checkbox is
enabled in the control panel, the model builder
app expects the first line of the data to contain
column names. Therefore, the first line of data is
misinterpreted.

Click the “Header?” checkbox in the control
panel to disable column names. The column

Whitespace

e
® Double Quote
single Quote

Load example data

KCT  LSAT6  Science

Figure 5: A summary of the g341-19.csv data set

in the “Parsed content” section will now be
labeled V1. Click on the “Item summary” con-
trol as an alternate way to verify that the data
is loaded and parsed accurately. The main content area includes two elements, a selection for
the “Row frequency column” and a table of items by Outcomes and Missing (see Figure 5). The
“Row frequency column” selection is used when you have already reduced your data to unique
rows and row counts. The example data set LSAT6 is in this format. For our current data set, leave
“Row frequency column” setto —.

when parsed incorrectly as a single column.

The information conveyed in the item table should rouse suspicion. There is only 1 row (or 1 item)
with 721 outcomes. What happened is that the parsing is still not working and all the items are treated
as a single column. For example, the first row “01 01111111 00" is not treated as 12 separate
numbers but as a single uninterpreted unit. To fix the parsing, we need to select Whitespace as the
Separator in the control panel. With this last error corrected, the table is updated with 12 items labeled
V1,V2,..., V12 and all with 2 outcomes. With the data correctly loaded, click on the “Outcomes” tab
on the top bar.

The control panel on the “Outcomes” tab
packs a lot of functionality (Figure 6). The first  openiea vodeisuider 0w v 1o s
two selectors are mutually exclusive and per-  oumes Fecote | Reor_revese
mit working with all items having the same out- = '
comes or with specific items, respectively. The =~ Hom
outcome set “V1” is currently selected as seen in
the control panel on the left side. In these data,
all items have the same possible outcomes (0 or o
1). Therefore, there is only one outcome set. The
name “V1” does not just refer to the item “V1” 0 5
but to all items, because all items have the same
outcomes.

Add outcome

For clarity, it is often helpful to rename out-
comes. The “Recode from” selector should have .
“0” selected. Change the to selector to <Rename>,
enter “incorrect” for the “New name” value, and
click the “Add mapping” button. This will cre- Figure 6: The Outcomes tab without any recoding
ate a recoding rule that will show up in the ryles.

“Recode Table” output (Figure 7). Similarly, re-
name the “1” outcome to “correct” and again

't may read “Choose CSV File’.” The exact appearance may differ on your system.
2We are aware that these screenshots are illegible when printed on paper. Inspect them using magnification on
your computer.
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click the “Add mapping” button. At this point, you should have 2 rules in the “Recode Table” output.

OpenMx IFA Model Builder Data = Outcomes  Mod Setting:

Qutcome set OpenMx IFA Model Builder Data | Outcomes ~ Model ~ Setings  Analysis

Vi h Currently selected outcomes: Recode | Reorder | Reverse

- Drag to reorder. The standard order is from incorrect (upper) to correct (lower) or
2 incorrect Ttem: from least (upper) to most (lower). Exceptional items that use the opposite order can
- be markex reversed on the next tab.
Add outcome Recode Table
e rame acion om t0
Recode from Add it 12
9b162432€63482dee83b819368c73fb4 2 1
. -
f——
o
o

Forrect <NA> -

‘Add mapping Add mapping

: :

it e
: “unyrog a“s . 3

Figure 7: The outcome “0” is renamed to “in- Figure 8: The outcome reorder tool with 1 re-
r 3 “uqr 3
correct” and we are poised to rename “1” to ordering rule.

“correct.” In a moment, we will click the “Add
mapping” button.

Click on the “Reorder” tab. Here you will find the outcomes sorted in lexical order. Drag one of
the outcomes to reverse the order (as in Figure 8). Similar to the operation of renaming outcomes, this
reordering step is not strictly necessary but is often helpful to keep things straight in our minds. With
dichotomous outcomes, there are not that many ways that things can go wrong. However, it is good
practice to use self-explanatory labels and standardized ordering. This is especially true when there
are more than 2 outcomes to worry about.

We will not use the “Reverse” tab and other control panel elements in the present example. In
survey design, it is common for outcomes to have a canonical order with some items reverse scored.
The “Reverse” tab is used to reverse the outcome order of some subset of items without dragging the
outcomes around with the “Reorder” tool. This can save a lot of dragging when there are more than 2
outcomes. The “Add outcome” tool permits the addition of outcomes that are not represented in the
data. This might happen when a measure is in development and we are fitting a preliminary model just
to get a vague idea of how the item is working. To fit an item that lacks data on some outcomes, it is usu-
ally necessary to use the nominal response model with a less than full rank parameterization (similar to
Thissen et al., 1989). In addition to renaming, the recode mappings tool can merge or collapse outcomes.
For example, we might have an outcome set

consisting of “Agree,” “Agree somewhat,” “NOt  opentixiFa vodel suilder o ovmones ot somnos sy
sure,” “Disagree somewhat,” and “Disagree.” It it o Focos | Reorler Pammcers Exisie  Sumnay
is straightforward to merge “Agree somewhat” = S | Nemberoffcurs

to “Agree” and “Disagree somewhat” to “Dis- ', = I
agree,” resulting in only 3 outcomes. Of course, Forusalems F‘\‘z

it is not always obvious which outcomes to -

merge. The recode tool can also recode an out- > =

come to <NA>, which causes that outcome to be Nomina e Factors

interpreted as missing. Finally, the “Discard” P e

button at the bottom of the control panel allows — .

us to discard any rule that we created. So feel Fee

free to experiment. = =

Label

Click on the “Model” tab on the top bar. The e
first decision we need to make is how many la- o
tent factors to include in our model (Figure 9).  ¢—————
If we are not sure, a good starting point is 1. By -
default, the first latent factor is called teacup. In
case there was any doubt, “teacup” is not a very Figure 9: Configuration of latent factors.
good name for a latent trait. We deliberately
picked ridiculous factors names to encourage
users to pick names that make sense in the context of the data under analysis. For example, a good
factor name for a math test might be math. If you cannot think of a good factor name, you could use
“latent trait,” but this name only works well for a single factor model. You really should make an effort
to think of descriptive names before you start using traitl, trait2, etc. If you are not sure how many
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factors to use then use 1 for now. We will revisit this question later.

The “Reorder” tab allows you to change the order of your items. This can be helpful because of the
way that item model and parameter editing works. To get familiar with how item editing works, click
on the “Parameters” tab. The main content area of the “Parameters” tab contains a lot of information.
The first thing to notice is that all of the tables have the same column labels. Each item is assigned to a
column. Using the control panel, we will focus on only a subset of items. Change the first selector
“Edit items from:” from V1 to V7. This will hide the first 6 items, making the tables in the main
content area look more manageable (Figure 10). The first two selectors facilitate item range selection.
To reveal all items again, use the “Focus all items” button. Item selection is important to understand
because the remainder of the controls in the control panel operate on only the selected (visible) items.

With only items V7 to V12 visible, just to
demonstrate how it is done, let us place an equal-  cpen A vodel Buider e oveancs

Model  Settings ~ Analysis

ity constraint on the slope or latent factor loading. citems o Puametrs | Bcude  Sunmary
Type “slope” into the Label textbox and click the v T swguaes
“Set Label” button. The label slope should ap- © L L L
pear in all columns of the first row of the Labels b -5.67 114 -0.d6 -0.50 -2.52 -3.60
. . . Focus all tems.

table in the main content area. Now let us switch Ishee?
to the first 6 items. This can be accomplished in s LR Eops Ko et Rt e
a variety of ways. One way is to change the first b] RuE [TRve | RuE TR | RUE | TRUE

Nominal Tc:
selector from V7 to V6 and the second selector - el

V7| ve vo vio vaa viz

from V12 to V1. f— avitity

ability ~ b

With only items V1 to V6 visible, select drm . R
from the “Model” selector. The value drm is an - — [ve[va o s vz
abbreviation for the 4PL dichotomous response e iy
model (Loken and Rulison, 2010), which has four SL .
parameters when there is one factor. The g and Prrmce
u rows should appear in all of the tables in the ”Sm—
main content area. Parameter g is the pseudo-
guessing lower bound and u is the upper bound.
The upper bound has been used to better model
high ability examinees in a Computerized Adap-
tive Testing context (Magis, 2013). Even high
ability examinees may occasionally miss an easy
item. Here we will fix the upper bound to 1 (meaning that an examinee with sufficiently high ability
will never answer incorrectly). Since the bound parameters are expressed on a logit scale, we will use
logit(1). Select u from the “Parameter” selector and Inf from the “Free” selector (since logit(1) = inf).
The row of “Starting values” for u should change to Inf and the corresponding “Is free” row
should change from TRUE to FALSE. With this constraint, the 4PL dichotomous response model is
equivalent to the 3PL model (Birnbaum, 1968).

The pseudo-guessing lower bound g repre-

Figure 10: Editing the models and parameters of a
subset of items.

sents the chance that an examinee will get the Openti A el Buder oss_ osones [ o
item correct by guessing. Typically, the expected =~ ===
guessed-correct probability for a 3-alternative - Ww w w e w v ae owomow

ability 8.52 103 1.23 0.9 0.54 128 2.30 2.05 0.2 0.9 1.47 157

item is % and % for an n-alternative item. Fs- S .21 101 0.28] 0.1 0.7 .70 5.67[1.14] o.40 .50 232 588

timating the lower bound from data without

telling the model a priori how many alternatives
were presented typically requires much more

data than is required to estimate other kinds of : s u et s o s e e
parameters. This is especially true for easy items = ; 8 R RN R L
because few participants will need to guess. It
could be argued that easy items should have the
lower bound set to a probability of zero. How-
ever, in an item set with some lower bounds
fixed to zero and some free, the items with the
lower bounds fixed to zero will provide more
information than the items that take the chance  Figure 11: Item tables after setting up our model.
of guessing into account. Therefore, we suggest

fixing the lower bound to % for an n-alternative

item when estimation of the lower bound is not of interest.

u It It I Inf It It

shes?

VIov v v v v v ve ve vio v vz

ability TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE

b TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE

b

9 Vig Vog Vig Vag Vag Vig

Ve vz vawe viovi vi

As a compromise between fixing and freeing, a Bayesian prior can be used with the mode of
the prior set to the expected probability. While some researchers are uneasy about the use of priors
(Gelman, 2008), the practice is not new (e.g, Baker and Kim, 2004, Chapter 7). The prior ensures that
a parameter will converge even when there is not enough data to estimate it, but at the same time,
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”

the model retains some flexibility to adapt to unexpected data. To set a prior, drag the “Prior mode
slider and click the “Set” button. Let us imagine that these items had 4 alternatives. Select g from
the Parameter selector, move the “Prior mode” slider to 4, and click the nearby Set button. Two
tables will change. Each cell of the g row of the Labels table will be assigned a unique label. This
is necessary because Bayesian priors are associated with labels, not with particular parameters. In
addition, the “Bayesian prior mode” table will show logit(1/4) in the g row. The logit usage reflects
that the parameter is estimated on the logit scale, but it is much easier for humans to understand a
probability expressed as a fraction rather than raw logit units.

We will not use the “Nominal Tc” selector for these data. “Nominal Tc” only applies to items with
more than 2 possible outcomes when using the nominal response model (Thissen et al., 2010). Before
proceeding, go ahead and click the “Focus all items” button. Your screen should look like Figure 11,
except for different starting values. Click on the “Exclude” tab. This is an easy way to exclude some of
the items from analysis. Finally, click on the “Summary” tab. Here you will find a summary of your
model settings. Note that the number of outcomes may differ from the number of outcomes reported
in the summary table found on under the “Data” top bar page due to recoding.

We are done setting up our model. Before
proceeding, it would be wise to save our model  opewravoderziger o o s
configuration so we can come back at a later
time and make small adjustments without go-
ing through the whole exhaustive process again.
Click Settings on the top bar. In the main con-
tent area, you will find a preview of what the
settings file will look like. Click the “Download”
button and move the file to a suitable location
on your computer.

& Download

To verify that you can reliably restore the
saved settings, open a new browser tab to the
same address by pasting the URL address from
the current tab (without closing the current one).
You should get a screen like Figure 3. Again Figure 12: Restoring the settings.
go through the procedure of loading the data
(Figures 4 and 5). Once your data is loaded, click
Settings on the top bar and load the file that you recently saved. If all goes well, you should see a
screen similar to Figure 12. Go ahead and look back through the editors under the Outcomes and Model
sections of the top bar. You should find all your hard work faithfully preserved. Now you can close
either of the 2 browser tabs that you have open. They both have the same status.

With our model set up and saved, click Analysis on the top bar. This screen looks and functions
similarly to the Settings screen. However, the control panel offers a few options specific to code
generation. The “Functional form for dichotomous bound prior density” selector chooses the
distributional form of the Bayesian prior. Logit-normal is the more recent scheme (Cai et al., 2011).
The “Information matrix method” control is set to Oakes by default. In a simulation study included
with OpenMXx, the Oakes method (Oakes, 1999) exhibited accuracy comparable to central difference
with Richardson extrapolation and time linear in the number of parameters. Click the “Download”
button and save the Rmarkdown code. The Rmarkdown file and your data need to be in the same directory.
Either move the Rmarkdown file to your data directory, or alternately, you can specify a full path in the
read.csv statement (lines 16-17). Open the file in RStudio and click the “Knit HTML” button.

L —--
> title: "g341-19"

3 date: "14-Nov-2014"
4+ output: html_document

5 _

;SN rY
s options(width = 120, scipen = 2, digits = 2)

9 suppressPackageStartupMessages(library (OpenMx))

10 suppressPackageStartupMessages(library(rpf))

11 suppressPackageStartupMessages(library(ifaTools))
12 library(xtable)

13 options(xtable.type = 'html'")

15 # Adjust the path in the next statement to load your data

16 data <- read.csv(file = 'g341-19.csv', header = FALSE, sep = s
17 stringsAsFactors = FALSE, check.names = FALSE)
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18 colnames(data) <- mxMakeNames(colnames(data), unique = TRUE)

0 factors <- "ability"
21 numFactors <- length(factors)
» spec <- list()

» spec[1:6] <- rpf.drm(factors = numFactors)

u spec[7:12] <- rpf.grm(factors = numFactors, outcomes = 2)

25 names(spec) <_ C(HV-I ‘I’ "V2“, IIV3II, ‘IV4II7 IIV5Hy IIV6H’ HV7“, "V8”, HV9H, HV-I@IIy
% ,’V11I,, nv-lzu)

27
3 missingColumns <- which(is.na(match(names(spec), colnames(data))))
» if (length(missingColumns)) {

30 stop(paste('Columns missing in the data:',

31 omxQuotes (names (spec)[missingColumns])))

2}

33

3« datalnames(spec)] <- mxFactor(datal[names(spec)], levels = 0:1,

35 labels = c("incorrect”, "correct”))

36

7 set.seed(1) # uncomment to get the same starting values every time

3 startingValues <- mxSimplify2Array(lapply(spec, rpf.rparam))
9 rownames(startingValues) <- paste@('p', 1:nrow(startingValues))
0 rownames(startingValues)[1:numFactors] <- factors

41

© imat <- mxMatrix(name = 'item', values = startingValues,

3 free = lis.na(startingValues))

4 imat$free['p4',1:6] <- FALSE

5 imat$values['p4',1:6] <- Inf

46 imat$labels['ability',7:12] <- 'slope'

¢ imat$labels['p3',1:1]1 <- 'Vi_g'

s imat$labels['p3',2:2] <- 'V2_g'

19 imat$labels['p3',3:3] <- 'V3_g'

so imat$labels['p3',4:4] <- 'V4_g'

51 imat$labels['p3',5:5] <- 'V5_g'

52 imat$labels['p3',6:6] <- 'V6_g'

53 hasLabel <- !is.na(imat$labels)

s« for (lab1l in unique(imat$labels[hasLabel])) {

55 imat$values[hasLabel & imat$labels == lab1] <-

56 sample(imat$values[hasLabel & imat$labels == lab1], 1)
57}

s data <- compressDataFrame (data)

9 itemModel <- mxModel (model = 'itemModel', imat,

60 mxData(observed = data, type = 'raw',

61 numObs = sum(datal[['freq']]), sort = FALSE),

&2 mxExpectationBA81 (ItemSpec = spec, weightColumn = 'freq'),
63 mxFitFunctionML ())

64

s priorLabels <- c("V1_g", "v2_g", "V3_g", "V4_g", "V5_g", "V6_g")

6 priorParam <- mxMatrix(name = 'priorParam', nrow = 1,

67 ncol = length(priorLabels), free = TRUE, labels = priorLabels)

s priorParam$values <- imat$values[ match(priorParam$labels, imat$labels) ]
e priorMode <- c(priorParam$values)

70 priorMode[1:6] <- logit(1/4)

71 priorModel <- univariatePrior('logit-norm', priorLabels, priorMode)

72 container <- mxModel(model = 'container', itemModel, priorModel,

73 mxFitFunctionMultigroup(groups = c('itemModel.fitfunction',

74 '‘univariatePrior.fitfunction')))

75

76 emStep <- mxComputeEM('itemModel.expectation', 'scores',

77 mxComputeNewtonRaphson(), verbose = 2L,

78 information = 'oakes1999', infoArgs = list(fitfunction = 'fitfunction'))
79 computePlan <- mxComputeSequence(list(EM = emStep,

80 HQ = mxComputeHessianQuality(),

81 SE = mxComputeStandardError ()))
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82
53 MIFit <- mxRun(container)
84
s mlGrp <- as.IFAgroup(mliFit$itemModel, minItemsPerScore = 1L)
o
The details of the generated report are likely to evolve. There may be some differences between

the generated code in this article and the most recent version, but there should be a correspondence
between the basic elements. The first chunk of code builds the model and optimizes it. We adjust
the output of long lines and numbers (line 8) and load packages (lines 9-13). The data set is loaded
(Figure 5) in lines 16-17. Latent factors are configured (Figure 9) in lines 20-24. We strongly encourage
the use of informative column (item) names, but line 18 will take care of assigning syntactically valid
column names if informative names are not available. The script is crafted such that it can work on
other data sets as long as the required columns are found (line 28). mxFactor does the recoding and
reordering (Figures 6—8). mxFactor offers a number of important safety and convenience features
beyond what is available from factor or ordered (line 34). The item mxMatrix (line 43) contains most
of the information in the item tables (Figure 11). Everything goes into the container model (line 72).
The model is optimized (line 83). Since we did not disable "Show model fitting progress" (reflected
by verbose = 2L at line 77), we obtain some diagnostics upon knitting the Rmarkdown to HTML.

57 [@] ComputeEM: Welcome, tolerance=1e-09 accel=varadhan2008 info=2

ss [@] ComputeEM: msteps 2 initial fit 37185.0001

g9 [@] ComputeEM[2]: msteps 11 fit 34167.9816 rel change 0.0882995805

o [@] ComputeEM[3]: msteps 5 fit 33699.978 rel change 0.0138873556

a1 [@] ComputeEM[4]: msteps 14 fit 33549.9723 rel change 0.00447111437

2 [0] ComputeEM[5]: msteps 5 fit 33455.9478 rel change 0.00281039684

3 [@] ComputeEM[6]: msteps 3 fit 33454.4705 rel change 4.41596231e-05
o« [@] ComputeEM[7]: msteps 3 fit 33453.8021 rel change 1.99793343e-05
s [@] ComputeEM[8]: msteps 3 fit 33453.2067 rel change 1.77968988e-05
96 [@] ComputeEM[9]: msteps 2 fit 33453.2062 rel change 1.57420931e-08

o7 [@] ComputeEM[10]: msteps 2 fit 33453.206 rel change 5.03007605e-09

¢ [@] ComputeEM[11]: msteps 2 fit 33453.2059 rel change 2.89615064e-09
9 [@] ComputeEM[12]: msteps 2 fit 33453.2059 rel change 6.61823582e-10

€, IR N

wo [@] ComputeEM: cycles 12/500 total mstep 54 fit 33453.205893
0 [@] ComputeEM: Oakes1999 method=simple perturbation=0.001000
12 [0] ComputeEM: deriv of gradient for @

103 [@] ComputeEM: deriv of gradient for 1

we [0 ...

15 [@] 