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Editorial
by Paul Murrell

Welcome to the first regular issue of R News for 2006.
This is a bumper issue, with a thirteen contributed
articles. Many thanks to the contributors and review-
ers for all of the enthusiasm and effort that they put
into these articles.

This issue begins with some “methodological”
papers. Peter Ruckdeschel, Matthias Kohl, Thomas
Stabla, and Florian Camphausen introduce their
distr package, which provides a set of S4 classes and
methods for defining distributions of random vari-
ables. This is followed by an article from David Clif-
ford and Peter McCullagh on the many uses of the
regress package, then Lukasz Komsta describes his
outliers package, which contains general tests for
outlying observations.

The next set of articles involve applications of R
to particular settings. David Kane and Jeff Enos de-
scribe their portfolio package for working with eq-
uity portfolios. Roman Pahl, Andreas Ziegler, and
Inke König discuss the GroupSeq package for de-

signing clinical trials. Using Sweave in clinical prac-
tice is the topic of Sven Garbade and Peter Burgard’s
article, while M. Wangler, J. Beyersmann, and M.
Schumacher focus on length of hospital stay with the
changeLOS package.

Next, there are three graphics articles. Nitin Jain
and Gregory Warnes describe the “balloonplot”, a
tool for visualizing tabulated data. Jung Zhao ex-
plains how to produce pedigree plots in R, and Brian
Ripley and I describe some improvements in R’s font
support for PDF and PostScript graphics output.

SAS users struggling to make the transition to R
might enjoy Søren Højsgaard’s article on his doBy
package and the contributed articles are rounded out
by two pieces from Robin Hankin: one on the onion
package for normed division algebras and one on
the ResistorArray package for analysing resistor net-
works.

David Meyer provides us with a review of the
book “R Graphics”.

This issue accompanies the release of R version
2.3.0. Changes in R itself and new CRAN packages
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that have appeared since the release of R 2.2.0 are de-
scribed in the relevant regular sections. There is also
an update of individuals and institutions who are
providing support for the R Project via the R Foun-
dation and there is an announcement and call for
abstracts for the DSC 2007 conference to be held in
Auckland, New Zealand.

A new addition with this issue is “News from
the Bioconductor Project” by Seth Falcon, which de-
scribes important features of the 1.8 release of Bio-

conductor packages.

Finally, I would like to remind everyone of the
upcoming useR! 2006 conference. It has attracted
a huge number of presenters and promises to be a
great success. I hope to see you there!

Paul Murrell
The University of Auckland, New Zealand
paul@stat.auckland.ac.nz

S4 Classes for Distributions
by Peter Ruckdeschel, Matthias Kohl, Thomas Stabla, and
Florian Camphausen

distr is an R package that provides a conceptual treat-
ment of random variables (r.v.’s) by means of S4–
classes. A mother class Distribution is introduced
with slots for a parameter and for methods r, d, p,
and q, consecutively for simulation and for evalu-
ation of the density, c.d.f., and quantile function of
the corresponding distribution. All distributions of
the base package are implemented as subclasses. By
means of these classes, we can automatically gener-
ate new objects of these classes for the laws of r.v.’s
under standard mathematical univariate transforma-
tions and under convolution of independent r.v.’s. In
the distrSim and distrTEst packages, we also pro-
vide classes for a standardized treatment of simula-
tions (also under contamination) and evaluations of
statistical procedures on such simulations.

Motivation

R contains powerful techniques for virtually any use-
ful distribution using the suggestive naming conven-
tion [prefix]<name> as functions, where [prefix]
stands for r, d, p, or q, and <name> is the name of the
distribution.

There are limitations of this concept: You can
only use distributions that are already implemented
in some library or for which you have provided an
implementation. In many natural settings you want
to formulate algorithms once for all distributions, so
you should be able to treat the actual distribution
<name> as if it were a variable.

You may of course paste together a prefix and
the value of <name> as a string and then use
eval(parse(....)). This is neither very elegant nor
flexible, however.

Instead, we would prefer to implement the algo-
rithm by passing an object of some distribution class
as an argument to a function. Even better, though,

we would use a generic function and let the S4-
dispatching mechanism decide what to do at run-
time. In particular, we would like to automatically
generate the corresponding functions r, d, p, and q
for the law of expressions like X+3Y for objects X and Y
of class Distribution, or, more generally, of a trans-
formation of X, Y under a function f : R2 → R which
is already realized as a function in R.

This is possible with package distr. As an exam-
ple, try1

> require("distr")
Loading required package: distr
[1] TRUE
> N <- Norm(mean=2,sd=1.3)
> P <- Pois(lambda=1.2)
> (Z <- 2*N+3+P)
Distribution Object of Class: AbscontDistribution
> plot(Z)
> p(Z)(0.4)
[1] 0.002415384
> q(Z)(0.3)
[1] 6.70507
> r(Z)(10)
[1] 11.072931 7.519611 10.567212 3.358912
[5] 7.955618 9.094524 5.293376 5.536541
[9] 9.358270 10.689527
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Figure 1: density, c.d.f. and quantile function of Z

1From version 1.7 on, additionally some startup message is shown after require(); confer Ruckdeschel et al. (2005, Section 5).

R News ISSN 1609-3631

mailto:paul@stat.auckland.ac.nz


Vol. 6/2, May 29, 2006 3

Comment:
N and P are assigned objects of classes "Norm" and
"Pois", respectively, with corresponding parameters.
The command Z <- 2*N+3+P generates a new distribu-
tion object and assigns it to Z — an object of class
"AbscontDistribution". Identifying N, P, Z with r.v.’s dis-
tributed according to these distributions, L(Z) = L(2N +
3 + P). Hence, p(Z)(0.4) returns P(Z ≤ 0.4); q(Z)(0.3)

returns the 30%-quantile of Z; r(Z)(10) generates 10
pseudo random numbers distributed according to Z; and
the plot command produces Figure 1.

Concept

Our class design is deliberately open so that our
classes may easily be extended by any volunteer in
the R community; loose ends are multivariate dis-
tributions, time series distributions, and conditional
distributions. As an exercise, the reader is encour-
aged to implement extreme value distributions from
package evd. The greatest effort will be the docu-
mentation.

As to the naming of the slots, our goal was to pre-
serve naming and notation from the base package
as far as possible so that any programmer familiar
with S could quickly use our distr package. In ad-
dition, as the distributions already implemented in R
are all well tested and programmed, we use the exist-
ing r, d, p, and q-functions wherever possible, simply
wrapping them in small code sniplets to our class hi-
erarchy. All this should make intensive use of object
orientation in order to be able to use inheritance and
method overloading.

Contrary to the standard R-functions like rnorm,
we only permit length 1 for parameters like mean, be-
cause we see the objects as implementations of uni-
variate random variables, for which vector-valued
parameters make no sense; rather one could gather
several objects with possibly different parameters in
a vector or list of distributions. Of course, the origi-
nal functions rnorm, etc., remain unchanged and still
allow vector-valued parameters.

Organization in classes

Loosely speaking, distr contains distribution classes
and corresponding methods, distrSim simulation
classes and corresponding methods, and distrTEst
an evaluation class and corresponding methods.
The latter two classes are to be considered only as
tools that allow a unified treatment of simulations
and evaluation of statistical estimation (perhaps also
later, tests and predictions) under varying simulation
situations.

Distribution classes

The Distribution class and its descendants imple-
ment the concept of a random variable/distribution
in R. They all have a param slot for a parameter, an
img slot for the range of the corresponding r.v., and
r, d, p, and q slots.

Subclasses

At present, the distr package is limited to univari-
ate distributions; these are derived from the subclass
UnivariateDistribution, and as typical subclasses,
we introduce classes for absolutely continuous (a.c.)
and discrete distributions — AbscontDistribution
and DiscreteDistribution. The latter has an
extra slot support, a vector containing the sup-
port of the distribution, which is truncated to the
lower/upper TruncQuantile in case of an infinite
support. TruncQuantile is a global option of distr
described in Ruckdeschel et al. (2005, Section 4).

As subclasses we have implemented all paramet-
ric families from the base package simply by pro-
viding wrappers to the original R-functions of form
[prefix]<name>. More precisely, as subclasses of
class AbscontDistribution, we have implemented
Beta, Cauchy, Chisq, Exp, Logis, Lnorm, Norm, Unif,
and Weibull; to avoid name conflicts, the F-, t-, and
Γ -distributions are implemented as Fd, Td, Gammad.
As subclasses of class DiscreteDistribution, we
have implemented Binom, Dirac, Geom, Hyper,
NBinom, and Pois.

Parameter classes

The param slot of a distribution class is of class
Parameter. With method liesIn, some checking is
possible; for details confer Ruckdeschel et al. (2005).

Simulation classes and evaluation class

Simulation classes and an evaluation class are pro-
vided in the distrSim and distrTEst packages, re-
spectively. As a unified class for both “real” and sim-
ulated data, DataClass serves as a common mother
class for both types of data. For simulations, we
gather all relevant information in the derived classes
Simulation and, for simulations under contamina-
tion, ContSimulation.

When investigating properties of a procedure by
means of simulations, one typically evaluates this
procedure on a lot of simulation runs, giving a re-
sult for each run. These results are typically worth
storing. To organize all relevant information about
these results, we introduce an Evaluation class.

For details concerning these groups of classes,
consult Ruckdeschel et al. (2005).
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Methods

We have made available quite general arithmetical
operations for our distribution objects, generating
new image distributions automatically. These arith-
metics operate on the corresponding r.v.’s and not
on the distributions. (For the latter, they only would
make sense in restricted cases like convex combina-
tions.)

Affine linear transformations

We have overloaded the operators "+", "-", "*",
and "/" such that affine linear transformations
that involve only single univariate r.v.’s are avail-
able; i.e., expressions like Y=(3*X+5)/4 are permit-
ted for an object X of class AbscontDistribution
or DiscreteDistribution (or some subclass),
producing an object Y that is also of class
AbscontDistribution or DiscreteDistribution (in
general). Here the corresponding transformations of
the d, p, and q-functions are determined analytically.

Unary mathematical operations

The math group of unary mathematical operations
is also available for distribution classes; so expres-
sions like exp(sin(3*X+5)/4) are permitted. The
corresponding r-method consists in simply perform-
ing the transformation on the simulated values of X.
The corresponding (default-) d-, p- and q-functions
are obtained by simulation, using the technique de-
scribed in the following subsection.

Construction of d, p, and q from r

For automatic generation of new distributions, in
particular those arising as image distributions un-
der transformations of correspondingly distributed
r.v.’s, we provide ad hoc methods that should be
overloaded by more exact ones wherever possible:
Function RtoDPQ (re)constructs the slots d, p, and q
from slot r, generating a certain number K of ran-
dom numbers according to the desired law, where
K is controlled by a global option of the distr pack-
age, as described in Ruckdeschel et al. (2005, Sec-
tion 4). For a.c. distributions, a density estimator is
evaluated along this sample, the distribution func-
tion is estimated by the empirical c.d.f., and, finally,
the quantile function is produced by numerical in-
version. Of course the result is rather crude as it
relies only on the law of large numbers, but in this
manner all transformations within the math group
become available.

Convolution

A convolution method for two independent r.v.’s
is implemented by means of explicit calculations
for discrete summands, and by means of the FFT2

if one of the summands is a.c. This method au-
tomatically generates the law of the sum of two
independent variables X and Y of any univariate
distributions — or, in S4-jargon, the addition op-
erator "+" is overloaded for two objects of class
UnivariateDistribution and corresponding sub-
classes.

Overloaded generic functions

Methods print, plot, and summary have been over-
loaded for our new classes Distribution (pack-
age distr), DataClass, Simulation, ContSimulation
(package distrSim), as well as EvaluationClass
(package distrTEst), to produce “pretty” out-
put. For Distribution, plot displays the den-
sity/probability function, the c.d.f. and the quan-
tile function of a distribution. For objects of class
DataClass — or of a corresponding subclass — plot
graphs the sample against the run index, and in the
case of ContSimulation, the contaminating variables
are highlighted by a different color. For an object of
class EvaluationClass, plot yields a boxplot of the
results of the evaluation.

Simulation

For the classes Simulation and ContSimulation in
the distrSim package, we normally will not save the
current values of the simulation, so when declaring a
new object of either of the two classes, the slot Data
will be empty (NULL). We may fill the slot by an ap-
plication of the method simulate to the object. This
has to be redone whenever another slot of the object
is changed. To guarantee reproducibility, we use the
slot seed. This slot is controlled and set through Paul
Gilbert’s setRNG package. For details confer Ruck-
deschel et al. (2005).

Options

Contrary to the generally preferable functional style
in S, we have chosen to set a few “constants” glob-
ally in order to retain binary notation for operators
like "+". Analogously to the options command in R,
you can specify a number of these global constants.
We only list them here; for details consult Ruckde-
schel et al. (2005) or see ?distroptions. Distribution
options include

• DefaultNrFFTGridPointsExponent

• DefaultNrGridPoints

• DistrResolution
2Details to be found in Kohl et al. (2005)
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• RtoDPQ.e

• TruncQuantile

These options may be inspected/modified by means
of distroptions() and getdistrOption() which
are defined just in the same way as options() and
getOption().

System/version requirements etc.

As our packages are completely written in R, there
are no dependencies on the underlying OS. After
some reorganization the three packages distr, distr-
Sim, and distrTEst, as described in this paper, are
only available from version R 2.2.0 on, but there
are precursors of our packages running under older
versions of R; see Ruckdeschel et al. (2005). For the
control of the seed of the random number genera-
tor in our simulation classes in package distrSim,
we use Paul Gilbert’s package setRNG, and for our
startup messages, we need package startupmsg —
both packages to be installed from CRAN. Packages
distr, distrSim, and distrTEst are distributed under
the terms of the GNU GPL Version 2, June 1991 (see
http://www.gnu.org/copyleft/gpl.html).

Examples

In the demo folder of the distr package, the interested
reader will find the sources for some worked out
examples; we confine ourselves to discussing only
one (the shortest) of them — NormApprox.R: In ba-
sic statistic courses, 12-fold convolution of Unif(0, 1)
variables is a standard illustration for the CLT. Also,
this is an opaque generator of N (0, 1)–variables; see
Rice (1988, Example C, p. 163).

> N <- Norm(0,1) # a standard normal
> U <- Unif(0,1)
> U2 <- U + U
> U4 <- U2 + U2
> U8 <- U4 + U4
> U12 <- U4 + U8
> NormApprox <- U12 - 6

In the 3rd to 6th line, we try to minimize the num-
ber of calls to FFT for reasons of both time and ac-
curacy; in the end, NormApprox contains the centered
and standardized 12-fold convolution of Unif(0, 1).
Keep in mind, that instead of U <- Unif(0,1), we
might have assigned any distribution to U without
having to change the subsequent code — except for
a different centering/standardization. For a more so-
phisticated use of FFT for convolution powers see
nFoldConvolution.R in the demo folder.

Next we explore the approximation quality of
NormApprox for N (0, 1) graphically (see Figure 2):

> par(mfrow = c(2,1))
> x <- seq(-4,4,0.001)
> plot(x, d(NormApprox)(x), type = "l",
+ xlab = "", ylab = "Density",
+ main = "Exact and approximated density")
> lines(x, d(N)(x), col = "red")
> legend(-4, d(N)(0),
+ legend = c("NormApprox",
+ "Norm(0,1)"), fill = c("black", "red"))
> plot(x, d(NormApprox)(x) - d(N)(x),
+ type = "l", xlab = "",
+ ylab = "\"black\" - \"red\"",
+ col = "darkgreen", main = "Error")
> lines(c(-4,4), c(0,0))
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Figure 2: densities of N (0, 1) and NormApprox and their differ-
ence

Details/odds and ends

For further details of the implementation, see Ruck-
deschel et al. (2005). In particular, we recommend
Thomas Stabla’s utility standardMethods for the au-
tomatic generation of S4-accessor and -replacement
functions. For more details, see ?standardMethods.

For odds and ends, consult the web-page for our
packages,

http://www.uni-bayreuth.de/departments/
/math/org/mathe7/DISTR/.
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The regress function
An R function that uses the Newton Raphson al-
gorithm for fitting certain doubly linear Gaussian
models.

by David Clifford and Peter McCullagh

Introduction

The purpose of this article is to highlight the
many uses of the regress function contained in the
regress package. The function can be used to fit lin-
ear Gaussian models in which the mean is a linear
combination of given covariates, and the covariance
is a linear combination of given matrices. A Newton-
Raphson algorithm is used to maximize the residual
log likelihood with respect to the variance compo-
nents. The regression coefficients are subsequently
obtained by weighted least squares, and a further
matrix computation gives the best linear predictor
for the response on a further out-of-sample unit.

Many Gaussian models have a covariance struc-
ture that can be written as a linear combination of
matrices, for example random effects models, poly-
nomial spline models and some multivariate mod-
els. However it was our research on the nature of
spatial variation in crop yields, McCullagh and Clif-
ford (2006), that motivated the development of this
function.

We begin this paper with a review of the kinds of
spatial models we wish to fit and explain why a new
function is needed to achieve this. Following this
we discuss other examples that illustrate the broad
range of uses for this function. Uses include basic
random effects models, multivariate linear models
and examples that include prediction and smooth-
ing. The techniques used in these examples can also

be applied to growth curves.

Spatial Models

McCullagh and Clifford (2006) model spatial depen-
dence of crop yields as a planar Gaussian process in
which the covariance function at points z, z′ in the
plane has the form

σ2
0δz−z′ +σ2

1 K(|z− z′|) (1)

with non-negative coefficients σ2
0 and σ2

1 . In the
first term, Dirac’s delta is the covariance function for
white noise, and is independent on non-overlapping
sets. The second term is a stationary isotropic covari-
ance function from the Matérn class or power class.

McCullagh and Clifford (2006) proposed that the
spatial correlation for any crop yield is well de-
scribed by a convex combination of the Dirac func-
tion and the logarithmic function associated with
the de Wijs process. The de Wijs process (de Wijs,
1951, 1953) is a special case of both the Matérn and
power classes and is invariant to conformal transfor-
mation. The linear combination of white noise and
the de Wijs process is called the conformal model.
We examined many examples from a wide variety
of crops worldwide, comparing the conformal model
against the more general Matérn class. Apart from
a few small-scale anisotropies, little evidence was
found of systematic departures from the conformal
model. Stein (1999) is a good reference for more de-
tails on spatial models.

It is important to point out that the de Wijs pro-
cess and certain other boundary cases of the Matérn
family are instances of generalized covariance func-
tions corresponding to intrinsic processes. The fitting
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